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71 Operating System and Function

An operating system (OS) is a program that controls the
execution of application programs and acts as an interface between
applications and the computer hardware.

Examples: Microsoft Windows, Apple macOS, Linux OS,
Unix OS.
An OS has three main objectives:

An operating system should make the computer more
convenient to use.

L.

ii. Anoperating system should_ use the hardware efﬁciently.
iii. An OS should allow the development, testing, and
introduction of n&w functions.

An operating sﬁrstem has two basic functions:
1. Resource management '
* Process management
e Memory management
e /O device management
e File management

2. Virtual machine management

1. The Operating System as Resource Manager

Computer systems consist of different hardware and
software as resources such as processors, memory, timers,
disks, n/w interfaces and so on. Each of these resources has
its own functionality and usage which needs to be managed
and piled up to make whole computer system work
efficiently and complete the given task. So, OS is the one
which manages all the resources providing an ordered and
controlled allocation of resources among various programs.

e
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It acts as an interface between the user and hardware deviceg |
where application software is used to perform specific task i _

and hardware helps in achieving them.

Why resource management? |
The management and protection of resources becomes a b
basic requirement when we have multiple users. This is |
because we may have many applications trying to gaip
access from system’s resources like networking devices,
memory etc. along with sharing of information like files and
databases but these applications cannot access same device
and processor at same time without causing chaos. For |
example, consider three programs” which request to use g
printer at same time. Accessing same printer at same time |
results to undesired output. Hence, this requires an operating |
system to control this traffic.and ensure that the resource is
used by only one program at a particular time.

- How resource management? - |
Resource management includes multiplexing (sharing of
resources) by time and by space. According .to time
multiplexing, different programs use particular resource at
specific time as allocated to resources determining how the
time has been multiplexed. Similarly, when the resources are
multiplexed by space, the sharing resources are divided into
units which are allocated to different programs. For
example, main memory is divided among several programs
where thﬁ: programs. are resided at. Another example is
(l}ard) disk where OS allocates disk space and keeps track of
disk usage by particular prdgrarn resembling a resource

manager,

Thus, as a resource manager, OS manages the following:

s o
Memory management * Process management

* I/Odevice Mmanagement e File management

Memory managemeht

-An operating system manages memory by keeping track of

memory in use and unused memory where it allocate and
: —
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deallocate spaces for the processes available. However, a
decision is made by OS regarding when and how to load
each process into memory. .

Process management

OS manages a process by its creation, delet1on suspensmn
and scheduling of processes. It uses traffic controller to
constantly check processor and status of process, job
scheduler to select job from queue for execution, and

dispatcher to allocate processor for the particular process
chosen by scheduler.

Device management
OS manages devices to each process by constantly keeping

track of /O devices and deciding which device is to be
allocated in which process.

File system management

OS manages files by keeping track of all information about
files that how they are opened and closed. OS creates and
deletes file directories, manipulates (read, write, extend,
rename, copy, protect) them and also provide higher level
services such as backup, accounting, etc.

Operating_' System as an Extended (Virtual) Machine

In every computer system, the architecture (instruction set,
~ memory, 1/0, and bus structure) at machine language level
are very primitive and difficult to program, especially for -
_input/output. Consider an example of modern SATA (Serial

ATA) hard disk that are used on most computers. It is too
difficult for the programmer to use this hard disk at the
hardware level because a programmer would have to know
detailed information (according to Anderson’s book of 2007,
information for interfacing SATA hard disk consisted of 450
pages). So, user or an average programmer do not want to be
involved into programming of such complex devices.

“Abstraction” is the key concept to manage this complexity...

An OS provides a simple, high-level abstraction such as a
collection of named files. Using this abstraction, programs

Introduction | 3
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can create, write, and read files Wilh(-)llt Worr?/ing }he dCtailg
of hardware. Such file is a useful lllfOI‘l?’l&}thl’l like digity
hotos, emails, web page, songs, ete, ‘and it is much easjey f
deal with these files than dealing with SATA or any othe,
disk.
Interfacing the real processors, memories, disks and any
other devices are very complicated. On addition to it, it j
more difficult for the programmer to design a software 0
use these interfaces. Thus, OS hides this complexity of
hardware and presents a nice, clean and beautiful interface

to user. Through abstraction, the operating systems preseng |

the user with the equivalent of an extended machine o
virtual machine that is easier to work with than the
underlying hardware.

1.2 Evolution of Operating Systems

The evolution of operating systems can be understood under
the following headings: -

121 Serial Processing |
The earliest computers (late 1940s to the mid-1950s) had no

OS; the programmer interacted directly with the computer
hardware. These computers were run. from a console consisting of -

display lights, toggle switches, some form of input device, and a
printer. Programs in machine code were loaded via the input device
(e.g.,. a card reader). If an error halted the program, the error
condition was indicated by the lights. If the program proceeded to a
normal completion, the output appeared on the printer.

| These early systems presented two main problems:

1o sign a sign.-
needed, A yse
- minutes; thg
time. On the

up sheet indicating the amount of time they
r might sign up for an hour and finish in 40
would result in wasted computer processing
other hand, the user might run into problems,

not finish ;
- ﬁl?lsh In the allotted time, and be forced to stop before
solving the problem, : I
4 | Insi ' | | .
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digiltus 0 Setup time: A single program, called a job, could involve

Vs loading the compiler plus the high-level language program

" Othe, (source program) into memory, saving the compiled
Cr

program (object program), and then loading and linking

together the object program and common functions. Each of
d any these steps could involve mounting or dismounting tapes or
L1t g setting up card decks. If an error occurred, the user typically
are tq had to go back to the beginning of the setup sequence. Thus,
ity of a considerable amount of time was spent just in setting up
2Fface the program to run.
“Sents This mode of operation is serial processing, reflecting the
€ _or fact that users have access to the computer in series.
1. the :

1.2.2 - Simple Batch Systems

To solve the problems associated with scheduling and setup
time, the concept of a batch OS was developed. The first batch OS

inder - was developed by General Motors in mid-1950s for use on an IBM
701.

With this type of OS, the user has no direct access to the
processor. Instead, the user submits the job on cards or tape to a

d no. computer operator, who batches the jobs together sequentially and
uter places the entire batch on an input device, for use by the monitor (a
g of piece of software). The monitor processes each job in the order it
nd a was loaded. When one job is finished, the monitor runs the next job
vice in line from the batch until al] jobs are completed. Batch is a group
ITOT" of jobs with similar needs. -
toa -

With a batch operating system, processor time alternates
€n execution of user programs and execution of the monitor.
. v Systems presented two overheads: Some main memory is
had - 8lven over to the monitor and some processor time is consumed by

betwe
These

hey :I':;izr;9nitor. Despite this, the simple batch system improves

40 1on of the processor.

Il?sg’ Mﬁprogrammed Batch Systems _

B - Even with the simple batch OS, the processor time is often idle
€ to the fact that the /O devices are slow’ compared to the

- ‘Introduction | 5
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ljroéeSSOI‘. To solve this problem, the con‘cept o1 "m.L”uP.mgmmmin h
or “multitasking” was introduced. Multiprogramming 1s the ceny,
. theme of modern operating systems. |
Multiprogramming increases CPU utilizatio’n.by Organiy,
jobs in such a manner that the CPU always has one job to eXecy,
If a computer is required to run several programs jat the same g
(he processor could be kept busy for most of the time by SWitChin’
its attention from one program to the next. Additionally, I
iransfer could overlap the processor activity i.e., while one
program is awaiting for an /O lran‘sl’ef, another program cap it
the processor. SO the CPU never sits idle or if comes in ap idl
<tate then after a very small time it is again busy. '

124 Time-Sharing Systems iy

This systems also use mult_ipr'ogramming. In time—shaﬁng
systems, the processor time is shared among multiple user
Multiple users simultaneously access the system. Time-sharing
systems offer the users an opportunity to interact directly with the

computer. Using a terminal and keyboard, each user submits ajob.
request by pressing a transmit key and wait their turn fora

response from the processor. The intention of time sharing is to
minimized response-time back to the user, reduce idle time, and

still maximize processor usage. Today, UNIX systems still use the

concept of “time sharing”.

1.3 Types of Operat

Modern computer operating systems may be classified into :

following typ_eslz
Batch Processing Opérating System

In this type of operating system, the users submit jobs 10
central place where these jobs are collected into a batch, 3%

subsequently placed on an input queue at the computé!

where they will be run. The users of a batch c;y?e?"ﬂ’“""g
system do not interact with the computer directly. Each us?

prepares his job on an off-line device like punch cards an

submits it to the computer operator. Here jobs mes®’

| Insights on Operating System S
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rogramming», : _
s the CeNtry) program p?us n?pur dqra plus control instructions. To speed
up processing, jobs with similar needs are batched together
o and run as a group. The Programmers leave their programs
y @ gamzmg with the operator and the Operator then sorts the programs
) 10 execute with similar requirements jnte batches.
: sami tlllr}"e, The problems with batch Systems are as follows:
)Y SWi ; ; :
ignall = ;13' » No interaction between the user and the job.
whilz, O o CPU is often idle. . |
One ; : ; T
am can use «  Difficult to provide the desireq priority.
5 in an idle '
S e
me-sharing
iple users,
me-sharing
ly with the Figure I.): Batch operating system process
mits a job : _
urn_ for 4 i Example's of use: Payroll, stock control and billing systems.
iring is to 2. Time Sharing Operating System |
. y . . . : - h
time, and In time sharing operaling system, a computer provides
ill use the |- computing services to several or many users concurrently on-
- line. The various users share the central processor, the memory,
and other resources of the computer system as facilitated,
controlled, and monitored by the operating system,
ified into | Usera | | Users.
atch, and . i - - -
: - : Active Link ¥
perating el ' uwe
ach user | Figure 1.2: Time sharing operating system
d - : i
ards an p Examples of use: A mainframe computer
- mean , s SR .
: “‘-""“‘—— o~ Introduction | 7
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Real-Time Operating System

3. his type of operating system is designed to service thoe on
applications where response time is critical in order
prevent error, misrepresentation or even disaster. A Vep Ex
important part of real-time operating system is managing the |
resources of the computer so that a particular OPeTatm 3. M

executes in precisely the same amount of time every tlme i A
occurs. Consider an example of a car running op a e 1115
assembly line. Certain actions are to be taken at Certaj, mu
instants of time. If the actions are taken too early or tog late par

then the car will be ruined. Therefore, for such systems, th, | wh
deadlines must be met in order to produce the correct resy]; SWi
There are two types of real-time operating systems: . xz

o Hard real-typé system: In a hard real-type system_ . :
the response takes more time than the specified tin 4. 'Pe‘_'
interval, the system will show failed results. T The
secondary storage is also -limited in *hard real type s
systems. - - : B !
e Soft real-type system" The soﬁ real-type System dos Exa
' not fail the program if the response takes more timethw 5.  Har
the specified time, it will just show the output but it ca = The
“compromise with the accuracy of the response. (sm:
Examples of use: Air-traffic control system, machine tod - Exa
control system, airline reservations system, monitorii 6.  Em}
system of a nuclear poWer station, etc. : . Thes
Operating system may also be clasmﬁed into followin and
categorles?' . o com;
| mecl

1.  Mainframe Operating System . |
| These operatlng systems are heavnly oriented towa® Exa
processing many jobs at once, most of which need farg 7. Sens
amounts of /O, _ . -* " Thes
Example: 0S/390 A - b= tiny.
; | ‘ | used
| 2. Server Operating System | fores
These operating systems run on servers (personal comP“rtsep ke

. - e

.workstatlons, or mainframes). They serve multiple us e

e |

8 | Insights on Operating System
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once over a network and allow the users to share hardware
and software resources.

Multiprocessor Operating System.

A multiprocessing operating system is one which consists of
more than one independent prOCeSsing’ e
multiple CPUs, this kind of operating system perform
parallel execution. We use this kind of operating system
when we have many jobs to perform and the single CPU
switching takes much more time to execute all the processes.
Many popular operating systems such as Windows, Linux
run on multiprocessors. : ' e

Personal Computér Operating System

These operating systems provide good support to a single
user and are widely used for word processing, spreadsheets,

‘games, Internet access, etc.

Examples: Windows 7, Windows 8, Linux, Apple’s OS X
Handheld Compu_ter Operating System

These operating systems are found in handheld computers
(smartphones and tablets). . -

Examples: Google’s Android, Apple’s i0S

Embeddeq Operating System ' .

These operating systems are designed for specific purposes
and are found in embedded systems. Embedded system is a

computer system that has a dedicated function within'a large
mechanical or electronic system. '

Examples: Embedded Linux, QNX

Sensor-Node Operating System

These type of operating systems are found in networks of
tiny sensor nodes i.e., tiny computers. Sensor networks are
used to protect the perimeters of buildings, detect fire in
forests, forecast weather, etc. :

Example: Tiny OS

" Introduction | 9
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O+ Keal-lime Operating System | ;
Sma'rt Card Operating System | e :
mesonnt W han 3 mart cards
These operating systems run on smart cal‘dlsj ?:hip i ZF&
credit-card-sized devices containing @ CP g gt re
‘ ’ ietary S 5 .
used for electronic payments, proprictary y
Some Other Terminologies
1 __Interactive Operating sgmer the user directly interact
: g vating S}’S’en]a 1€ ) §
. In.an interactive operaling . La the
o+ with the OS. Interactive operating SYStcg“fh;i eroduclenspm
i from the user i.c. from a human being an ; rpcan i an
A t. The input which is sent to the cf)mpu - thi f'dnj
outpul.'k pressing the button Or gelecting some 11t11g Tor
n like ostlv usen
fﬁn ursor, or by typing on the keyboard. Today rri y ;eh
e CW' d,ows or Mac OS in their computer system, Whic
in Delgt - - .
e 2::1 be treated as the best ergample of an mtzr‘gz::lsyzzz
- (or graphical interactive system). Integrate 1 exim i
Environments (IDEs) and 2 Webbrowserds 250 SR B
Env : G
of a complex interactive system.

Figure 1.3: Interactive operating system

e ————

Example of use: Automated teller machine (ATM)
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2, Multiprogramming Operating System

s are This type of system allows .more than one active user

h are program (or part of user program) to be stored in main
memory simultaneously. So, a time-sharing system is a

multiprogramming system. ‘However, a multiprogramming
system is not necessarily a time-sharing system.

3. Distributed Operating System

,.racts A distributed computer system is a collection of autonomous
L computer  systems capable of communication and
oo cooperation  via  their  hardware and  software
° Ay interconnections.
from
users Workstation| - | Terminal File server
NhiCh
ystem
yment : e
Communication
ample

network

Computer

DB server . Workstation
node

Figure 1.4: Distributed computer system

A distributed operating system governs the operation of a
distributed computer system and provides a virtual machine
abstraction to its users. The key objective of a distributed
Operating system is transparency. Distributed OS is more
reliable or fault tolerant i.e., it performs even if certain part
~of the hardware starts malfunctioning. Here users access .
fémote resources in the same manner as they access local
Te€source. Distributed operating systems usually provide the
means for system wide sharing of resources, such as
“omputational capacity, files, and /O devices. In addition to
typical Operating-system services provided at each node for
the benefit of local clients, a distributed operating system

Introduction | 11
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May facilitate ;access o remote resources, communicaj,
With remote processes, and distribution of computations, ‘

To 'understand why distributed OS is most dema?nfhng, ley
see Facebook, that currenily, has more than 1.§ lﬁ)l}hon acty,
- monthly users, google performs at least 1 mlll.on Search, [
~per year, about 48 hours of video is uploaded in YC'UTubﬂ
~every minute. Here a single system would be unab{e t
handle the processing. To cope with the extremely higp, [
demand of users in both processing power and data Storag,
there is need of distributed operating systems. el [
y

To summarize, the advantages of distributed Operatip,
systems include fault tolerant, high availability, scalability, h.jgh
cémputational speed, etc.

Examples of Distributed Operating Systems:

Advaz

® Solaris_ 2 | | . ¥
It is designed for the SUN multiprocessor workstations co

e OSF/I1 . Siai ' -' “ Disad
It's compatible with Unix and was designed by the Opa i3 II)teJ
Foundation Software Company. : .- (

1.4 Operating err.

e

A modern OS must be engineered carefully if it has © 2. Layere

function properly. The six designs that have been tried in practic In layes
are monolithic systems, layered systems, microkernels, cliett smul‘r;r
server systems, virtual machij specific

s nes, and exokernels, St

1. Monolithic Structure and belq

The ‘monolithic operating system is the earliest and ™ level lay

common operating  system architecture. In this type ¢
operating system, every component is contained in ™
kernel and can directly Communicate with any other (i'f.','
simply by using function calls), Examples of monolif”
operating system include 0S/360, VMS, Linux, etc.

12 | Insights on Operating System \’/
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User applications

A
Uqcr space

| K(,rnc,l spdcc

Input/output management

A \
\ Y ¥

Message interpreter

A y Y
\ Y Y

Memory management

A G A
Y A Y

Processor scheduling

Figure 1.5: Monolithic kernel architecture

Advantages of monolithic kernel:

e Highly efficient due to direct interconnection between
components: -

Disadvantages of monolithic kernel:
e It is difficult to isolate source of bugs and other errors
because monolithic kernels group components together.

e Monolithic kernels are susceptible to damage from
errant or mallclous code.

Layered Structure

In layered operating system, the components that perform
similar functions are grouped into layers. Each layer has a
specific’ well-defined task to perform. Each layer
communicates exclusively with those immediately above
and below it. Lower-level layers prowde services to hlgher-
level layers.

There are six layers in the system
Layer | o
? The operator
4 | User programs

Introduction’ | 13
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3 Input/output management

2 Operator-process communication
1 Memory and drum management
0 Processor allocation and multlprogrammmg

Layer 0 (Processor allocation and multlpmgrammmg)\
This layer deals with the allocation of processor, SWitchj,
between the processes when interrupts occur or whep the

timers expire. Layer 0 provides that basic multiprogramming_

of the CPU.

‘ Layer 1 (Memory and drum management) = This layg
deals with allocating memory to the processes in the mai;
memory. The drum is used to hold parts of th_e process
(pages) for which space couldn’t be. provided in the maj
memory. | '

Layer 2 (Operator-process communication) — In thi
layer, each process communicates with the operator (usel
through the console. Each process has its own opemt
console and can directly communicate with the operator.

Layer 3 (Input/output management) — This layer handk
and manages all the /O devices, and it buffers t
information streams that are made available to it. Eﬂff
 process can communicate directly with the abstract I

devices with all of its properties.

Layer 4 (User programs) — The programs used by the "

are operated in this layer, and they don’t have to worty 3"": _
/O management, operator/processes  communica®:
memory management, or the processor allocation.

| s
Layer 5 (The operator) — The system operator process*
the outer most layer.

"
An earlier example of a layered operating system *Sml
operating system. Today many operating system®
Windows and Linux implement some level of layers-

14 | Insights on Operating System
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Advantages of layered Operating systems:

1. Each layer can be tested and debugged separately.
2. Designers can change each layer’s

. ; implementatibn
without needing to modify the other laye

IS.

Disadvantages of layered operating systems:

1. Since a user process’s request may need to pass through

many layers before it is serviced, performance of the

system is degraded compared to that of a monolithic
kernel. :

2. Since all layers have unrestricted access to the system,

layered kernels are also susceptible to damage from
errant and malicious code. = '

Microkernel

Microkernel is one of the classifications of the kernel where

the user services and kernel services are implemented in
different address space.

As compared to monolithic kernel, in microkernel almost all
the functions and services are removed from the kernel mode
and relocated into the user mode. As a result, the kernel size
is minimum. Since almost all the functions and services
operated in user mode, here the kernel mode does the
following tasks only:

* Interrupt handling,

* Low-level process management, and

Message-passing handling.

A common communication method in microkemel is
message- passing. In microkernel, exchange of information
among the processes are done using Inter Process
Communication (IPC). A message (simply data) is-
transferred from one process to another using IPC. Here
Mmessages are passed using message registers.

Famous examples of a microkernel system include Integrity,
K42, PikeOS, Symbian, and MINIX 3.

Introduction | 15
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The primary purpose of this system is to provifie hig}
reliability. Because of the high reliability that 1t provides, the
applications of microkernels can be seen in real-time,
industrial, avionics (electronics fitted in aircraft ang \
aviation), and military applications that are mission—critica] \
and require high reliability.

Applications

A System call interface \

File system| |Process scheduler Device manager

Memory management| | Synchronization |..

Figure 1.6: Microkernel operating system architecture

Advantages of microkernels:

¢ Microkernels exhibit a high degree of modularity
making them extensible, portable, and scalable.

* Failure of one or more components does not cause the
operating system to fail,

- Disadvantages of microkernels:

* Providing services in a microkernel system arc

expensive compared to the normal monolithic system.

The performance of .a microkernel system may b¢
degraded due to intermodule communication,

16 | Insights on Operating System o e .- 
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/ide hj
gh : :
vides, the Comparison between Microlithic Kernel and Monolithic
rnel

real- timg, | __I_(_?__ S O Py g et

raft ang S.N. ‘Microlithic Kernel Monol:thlc Kerne] :

N-Criticy) I |In microkernel, user|In monolithic kernel, both user
Services and kernel, services and kernel services are

services are kept in separate

kept in the same address space.
address space. |

'_—-___. L4
2. |Microkernels are smaller in[Monolithic kernel is larger than
size. microkernel,
3. [Slow execution. Fast execution,
- 4. |The microkernel is easily|The monolithic kernel is hard to
extendible. extend.
€r space
rnel space 5. |If a service crashes., 1t.d_oes If a seryice crash‘es, the wpol.e
effect on ‘- working of|system crashes in monolithic
microkernel. : ~ |kernel.

6. |To write a microkernel,(To write a monolithic kernel,
more code is required. |less code is required.

1. |Example: QNX, Symbian,{Example:  Linux, BSDs
. L4Linux, Singularity, K42 (FreeBSD, OpenBSD, NetBSD),
ure MacOSX - - |Microsoft . Windows, * Solaris,

: - | 108S-9, DOS, OpenVMS

4. Client-Server Model

A slight ‘variation of the microkernel idea is to distinguish
two classes of processes, the servers, each of which provides
cause the some service, and the clients, which use these semces ThlS
model is known as the client-server model.

Communication between clients and servers is obtained by
message passing. To receive a service, one of the client

1odularity

tem ~ are processes constructs a message saying what it wants and
ystem. sends it to the appropriate service. The service then does it
may be work and sends back the answer.

If the clients and servers are on the same machine, then
some optimizations are possible. But generally speakmg,
they are on different systems and are connected via a

network link like LAN or WAN.

\-"‘"--—-.___
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Machine 4

ine 3
Machine 1 Machine 2 Maching s
|  oremt ¢ File server . progess SeNVe! 3! server
. [ Kemel ; Kemnel Kemel Kemel e,

——

Network

Message from
client to server

Figure 1.7: The client-server model over @ network

The best example of this
Facebook, you are the €
Facebook page from wh
internet is basically the examp

operates this way.

lient, and you are requesting the
ere it 18 hosted i.e. server. The

Advantages of client-server model:

1. All the required data is concentrated in a single place
i.e., the server. So, it is easy tO protect the data and
provide authorization and authentication.

5 The server need not be located physically close to the
clients. Yet the data can be accessed efficiently.

3. Ttis easy to replace, upgrade or relocate the nodes in the

client server - model because all the nodes are
independent and request data only from the server.

Disadvantages of client-server model:

1. If all the clients simultaneously request data from the

server, it may get overloaded. Thi dp e
congestion in the network. - This ‘may. lea

2. If the

reguests of the clien
failure of the client g

3. The cost of settin

model are quite high,
Virtual Machine Structure
A virtual machine

ts can be fulfilled. This leads of
erver network,
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Lot PS take an example: We have a laptop where windows
10 is installed. With the use of VMware workstation
software (which is installed on our windows OS) we can run
various other OS like: Linux, Windows 7, Windows 10, etc.

This means we can run various OS simultancously inside our

single Laptop using the technique of virtual machine.

Virtual machine technology is used for many use cases
across on-premises and cloud environments. More recently,
public cloud services are using virtual machines to provide
virtual application resources to multiple users at once, for
even more cost efficient and flexible compute.

Virtualization is a form of abstraction (hiding irrelevant
details to the users). In OS, the OS abstracts the disk I/O
commands from a user through the use of program layers
and interfaces. In the similar way virtualization abstracts the
physical hardware from the virtual machines it supports.

The virtual machine monitor (also called hypervisor) is the

software that provides this abstraction. It creates the illusion
of multiple(virtual) machines on the same physical
hardware. There are two types of hypervisor: Type 1 and
Type 2. Type 1 hypervisors run on the bare metal. Examples

of type 1 hypervisors are VMware ESXi, Microsoft Hyper-

V. Type 1 hypervisor can directly control the physical
resources of the host. Type 2 hypervisors run on the top of
the OS (as shown in figure). It relies on the OS to handle all

of the hardware interactions. Examples of type 2 hypervisors

are VMware Workstation and Oracle VM Virtual Box.

Virtual L Virtual

(2) Type | Hypervisor (b) Type 2 Hypervisor

Figure 1.8: Types of hypervisor
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and Type 2 hypervisor:

wr waas

- Type 1 hypervisor

1. A hypervisor that runs
directly on the host’s
hardware to control the

hardware and to manage the
guest operating systems.

2. Called a native or bare metal
hypervisor.

2. Called a host OS hypervisor

3. Runs directly on the host’s
hardware, :

3. Runs on an operating syste
similar to other - compute
programs.

Examples: AntsleOs, Xen, XCP-
ng, Microsoft Hyper-V,
VMware ESX/ESXi, Oracle V
Server for x86. '

VMware
Parallel Desktop for Mac

The Java Virtual Maéhine JVM)

Another area where virtual machines are used, but in 2
way, is for running Java programs. Sun
Microsystems invented a virtual machine called the JVM.|
The Java compiler produces code for JVM, which then

different

typically is executed by a

| ad}’antagé of this approach is that the JVM code can bt
shipped over the Internet to any computer that has a JVM|

interpreter and run there.

- Advantages of virtual machine structure:

I

There are no protection problems because each virtual

software JVM interpreter. The:

Type 2 hyperm

1. A hypervisor tham

conventional operating Systep,
: just as other compmer'
programs do.

Examples: VMware Workstation,
Player, " VirtualBox,

R4

[ :

machine is completely isolated from all other virtudl e
machines, oo
2: Virtgal machine_ can provide an instruction ¢ S
architecture that differs from rea] computers.
3. [Easy maintenance, availability, & convenient recovery: | -
Disadvantages of virtual machine structure:- - XS s
1. A VM is less efficient than an actual machine when i .
accesses the host hard drive indirectly. —

LRI o
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2. Great use of disk Space and RAM consumption, since it

T tal-<es all the files for each OS installed on each VM.
< 3. Difficulty in direct access to hardware.
}
: 2 6. Exokernels
m :
ter Exokernels are a subset of virtual machines. In this, the disks
are actually partitioned, and resources are allocated while
setting 1t up. In other words, giving each user a subset of the
s resources.
The advantage of the exokernel scheme is that it saves a
t em“ layer of mapping. In the other designs, each virtual machine
itet thinks it has its own disk, with blocks running from 0 to
| some maximum, so the virtual machine monitor must
=i maintain tables to remap disk addresses (and all other
:gi’ resources). With the exokernel, this remapping is not
= needed. The exokernel need only keep track of which virtual
machine has been assigned which resource”.
15 | o
n a An operating system provides services to both the users and
Sun to the programs. It provides programs an environment to execute. It
VM. provides users the services to.execute the programs in a convenient
then manner. Figure below shows one view of the various operating-
Tge system services and how they interrelate. '
1 OC ;
"V M ; User and other system programs
GUI | Batch |Cpmmand line
User interfaces
rtual . ' System calls
rtual | —___Ij_o ] _
gram 1/0 i i Gk Resource | | - g
: €xecution opcra(igns syI:ll:tl;ns Comx.nunlcatlon. allocation Acmunung
set : D [ Protection
* Error : 5 and i
detection security
. VIRt © ~ Services
5 ST DL Operating system
-.._______;_ Hardware : : :
en it | Figure 1.9: A view of operating system services.
g — = SLINIINS 4 I .
TEN _ : Introduction | 21
s E :
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151 System Calls an operating system is primarily Fﬁ}

THf weed C'fl this happens by various System caj

i ions. Al

ino with -abstractions. il
geaslt?ri <alls differ from one OS t0 another, but ety
y

concept remains the same.

What are System Calls in OS?

Let’s say we have a company that offers various tools ay

resources to clients. |
1 Clients need these tools and resources as a service.

company to serve as per the clients’ requirements.
3. The clients ask for tools and resources to the manager
according to their needs.

4. The manager follows a process to get the service from the,
company. ; |

Here, the manager works as a mediator between the clients -

and the company. ‘

In this scenario, the company is the operating system. Thﬂﬁf_
tools and resources are the resources of the OS. The clients are the!

users. And .the manager is a mediator between the company and the!
clients, which takes up the role of system calls. |

: erat_I)ei‘mltwn: In computing, there is an interface betveen 0e|
eitendl:s §YStem .and the user program, and it is defined by a set of
Instructions that the operating system provides, and that

set of instructions is called system calls

Types of System Calls in 0§
There are several h

un : 5
roughly categorized into fiy dred System calls, which can b

€ types:

1. Process control: KL |
' ol: These Include CreateProcess, ExitProcess
22 | Insights on Operating W— . e e
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 ExitProcess

\_____/

4.
3.

File management: These include CreateFile,

ReadFlile,
DeleteFile -

Device management: These

include RequestDevice,
ReadDevice :

Information maintenance: This includes GetLocalTime

Communication: This includes CfeatePipe

Examples of System Calls for Process Management

A lot of services such as memory management, file system

management, etc. are provided by the system calls, and one of
them is process management.

A set of system calls given below is used to manage a

process:

fork( ): To create a process we use a method called fork( ).
It creates a child process identical to the parent in every way.

exec( ): To run a program, that is, to execute a program,

exec( ) method is used.
wait( ): To make a process wait, wait( ) is used.

getpid( ): Every process has a unique process id, to get that
unique id getpid() is used.

getppid( ): To get the unique process id of a parent process,
getppid() is used. '

exit(): It is used to terminate a process with an exit status.

Examples of System Calls for File Management

--..._______-___-__

For file management, following system calls are mainly used: .-

open( ): This system call is used to open a fil¢ for reading,
writing, or both. '

read( ): To read the content from a file into the buffer, we
use a read() system call.

write( ): It is used to write content into the file from the
buffer,

close( ): This sysiem call is used to close the opened file.

Introduction | 23
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For directory management, following system cqj)

i

mainly used:
mkdir( ): Used to create a new directory.

° rmdir(): Used to remove a directory. .

° link( ): Used to create a link to an existing file.

. opendir( ): Used to open a directory for reading.
. closedir( ): This is used to close a directory.

Examples of Miscellaneous System Calls

Till now, we have seen some of the service-specific Systen
calls. Following is a list which contams some of the miscellanegy
system calls:

o chdir( ): Used to change the workmg dlrectory

e chmod( ): Used to change a file’s protection bits.

e kill( ): Used to send a signal to a process. |
. time( ): It gets the elapsed time since January 1, 1970.

e ulimit( ): Used to get and set user limits.
e acct(): It is used to enable or disable process accounting.
° alarm( ): It is used to set a process alarm clock.
. modioad(): It loads dynamically loadable kernel module.
° moduload(): It unloads the kernel module.

*  modpath( ): It is used to change the path from Wthh the
modules are loaded.

1.5.2 Shell and Shell Script

_—--"'-./

- A shell is a special user program which provides an interfac |

~ to the user to use operating system services. Shell accepts hum®

readable commands from the user and convert them into somethi®
which kernel can understand,

Example of shell commands:

1.  Displaying the file contents on the terminal

o cat: It is generally used to concatenate the files. It give
the output on the standard output.

_‘//.
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more : It is a filter for paging through text one screenful
at a time.

less : It is used to view the files instead of opening the

file. Similar to more command but it allows backward as
well as forward movement. -

head : Used to print the first N lines of a file. It accepts
N as input and the default value of N is 10.

tail : Used to print the last N-1 lines of a file. It accepts
N as input and the default value of N is 10

File and directory manipulation commands

mkdir : Used to create a directory if not already exist. It
accepts directory name as input parameter.

cp : This command will copy the files and directories

from source path to destination path. It can copy a
file/directory with new name to the destination path. It
accepts source ﬁle/dlrectory and destination - file/
directory.

mv : Used to move the files or directories. This
command’s Workmg is almost similar to ¢p command
but it deletes copy of file or directory from source path

rm : Used to remove files or du‘ectorles
touch : Used to create or update a file.

Extract, sort and filter data com'mands

grep : This command is used to search for the specifi ed
text in a file.

sort : This command is used to sort the contents of files.

we : Used to count the number of characters, words in a
file. :

cut : Used to cut a specified part of a file.

| : Pipe is a command in Linux that lets you use two or
more commands such that output of one command
serves as input to the next. In short, the output of each

‘process directly as input to the next one like a pipeline.

The symbol '|' denotes a pipe. Example: cat ﬁlename |
less

Introduction | 25
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Is : To get the list of all the files or folders.
. cd : Usedto change the directory.

o du: Show disk usage.

pwd Show the present working directory.

. man : Used to show the manual of any commay
present in Linux.

+ rmdir : It is used to delete a directory if it is empty.

o Infilel file2 : Creates physical link.

« In-s filel file2 : Creates symbolic link.

File Permlssmns commands

The chmod and chown commands are used to control access
- to files in UNIX and Linux systems.

 chown : Used to change the owner of file.

o chmod : Used to modify the access/permission of a -

USCY

A shell scnpt is a llst of commands in a computer progranm '.
‘that is run by the Unix shell which is a command line interpreter. -
Shell scripts have several required constructs that tell the shell

environment what to do and when to do it.
Example of shell 'scriptzl |
' #!/bin/bash e

echo "Printing text with nerine'.'

echo -n "Printing text without newline"

echo - "\nRemoving \t backslash \t characters\n"

Run the file with bash command.
$ bash echo_example.sh

@45 bash echo_example.sh

erﬂhztg text wi ;
Removing backslash

characters

el o BEE o Beys sl TN
untu-VYirtualBox . /o0,

___-'-’"-’
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Ans:

What is buffering and Spooling? Explain.

Buffering: It is overlapping in
a single job. After dat

put, output and processing of

to start operating on it, the input device is instructed to begin

the next input immediately, so the CPU and input devices

are both busy. By the time that CPU is ready for the next
data item, the input device will have finished reading it.
Thus, the CPU can begin processing the newly read data
while the input device again starts to read the next data. For

output, the CPU creates the data that is put into the buffer
until the output device can accept it.

SPOOLING (Simultanebus Peripheral Operations On-line): -

Rather than the cards being read from card readers directly into
memory and then job béing processed, cards are read from card
reader onto disk. Location of the card image is recorded in the
table kept by OS. When a job is executed, OS satisfies its
request for card reader input by reading from a disk. Similarly,
for output of a line, the line is copied into a system buffer and is
written on the disk. Spooling overlaps the input/output of one
job with the computation of other jobs.]

: disk

:wa ' 5 _ G
__reader _ " CPU sy :
' Fig.: SPOOLING ok

- What is the difference- between a -pﬁrelyl la)rere'd

architecture and a microkernel architecture?

A layered architecture enables communication exclusively .
be‘tWeen operating system components in adjacent layers. A
Microkerne] architecture enables communication between all
OPerating system components via the microkernel.

Introduction | 27
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EXERCISE : o I
1.  What are the functions of an operating system? Explam .
about microkernel. B
2. What are pipe and shell? Describe the role of an opelatme SR

system as a resource manager.

3.  How operating system creates abstraction? Explam W1th_ :
reference to OS to an extended machine. |

4.  Define system call and explain its working mechanism with

suitable example. - o The

: - terminate

5.  List the essential properties for the batch oriented and that“each

~ interactive operating system. - coordinate

6. Explain operating system as an extended machin¢! allocate sy
Distinguish between kernel and microkernel. Explain the:

purpose of system call, : - | 2.2 _Pro

7. What is the role of system call in an operating system? 5 A 2!

Differentiate between monolithic and microkernel struct 2 15 s

of OS? process or

run g par

9.  Explain the virtual machine structure ‘What are the bf:“"m5

Correspond
over other OS structure'?

. Control blo
10. Is layered structure of OS better than monolithic structure’ ” Pl‘0cesses a

yes, explain with an example. If no, why? Since

- Clements, 3

e ——
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?‘I— Introduction to Process .

—

The process is the. most fundamental concept in a modern
0S. All multiprogramming operating systems, from single-user
systems such as Windows for end users to mainframe systems such
as IBM’s mainframe operating system, z/OS are built around the
concept of process. ° ' -

A process is a

e aprogram in execution

e an instance of a program running on a computer

e the entity that can be assigned to and executed on a
processor ; i ' '

e a unit of activity characterized by the execution of a
sequence of instructions, a current state, and an
associated set of system resources.'

The principal function of the OS is to create, manage, and
terminate processes. While processes are active, the OS must see
that each is allocated time for execution by the processor,
coordinate their activities, manage conflicting demands, and
allocate system resources to processes.

2.2 Process Control Block (PCB) e

- A process control block (PCB) is a data structure (a table)
that is ‘created and managed by the OS for every process. Every
process or program that runs needs a PCB. When a user requests to
Tun a particular program, the operating system constructs a
corresponding process control block for that program. The process
control block is the key tool that enables the OS to support multiple

Processes and to provide multiprocessing.

: Since a processh 1S Un'i_quely characterized by‘ the following
flements, a process control block contains all these elements:
\\ ) b

PR T _ AAamamamant | 29
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* Identifier: to distinguish it from OUIEL PHEEE=Es

» State: for defining the state of the process (for ‘:’-Xamph‘ 2.3 The G

~ the process is currently executing, it is in the running stag - The i
. mination.
° Priority: shows the priority level relative to other Process terminc

contains the address of the pg

Process Cre:

¢  Program counter: i Process
instruction in the program to be execute i seten
e  Memory pointers: includes pomters to the program cog  typicall
and data associated with this process, plus any mem, foregra
blocks shared with other processes. " perforn
° Context data: are data present in the registers in f that ru
processor while the process is executing. particu
o I/O status information: contains outstanding I/O request 2.  Execut
1/O devices assigned to the process, a list of files in use b proces
the process, etc. | : 3.  Auser
° Accounting information: processor time, clock time used' ~Ininter
account numbers, etc.. : "~ comma
Identifier start a1
 Stafe 4. - Initiat)
: Prion When
\ fonty; ; remote
; Program counter ' ‘ process
v Memory pointers o ~© When
R ' ~ another proc
ﬂ:{ . Context data _ When one pr
¥ I/O status _parent proces
Information o roe:
- v . Pro
Accounting gor Ce;s Ten
' . roces:
Information - ‘eonditions:
. S 1. Norma
i {5 o _ : of their
; g e o T
o process
 illegal
_; Figure 2.1: Process control block ' ~ dividin
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g Process Termination

Processes terminate usually due to one of thé_ following

2.3 The Creation and Termination of Processes

§ e =S

l - “o T
.Tl‘e life of a process is bounded by its creation and
termination.

Process Creation
Processes are created by any of the following events:

1. Sys.tcm initialization: When an operating system is booted,
typically numerous processes are created. These may be
foreground processes (processes that interact with users and
perform work for them) or background processes (processes
that run in the background and are not associated with
particular users, but instead have some specific function).

3. Execution of a process-creation system call by a running
process.

3. A user requests to create a new process
In interactive systems, a user can start a program by typing a

command or clicking on an icon. Either of these actions will
start a new process and run the selected program in it.

4. Initiation of a batch job _
When users submit batch jobs to the system (possibly
remotely), as ‘in the case of inventory management,

processes are created in response to the submission of jobs.

When the OS creates a proces's at the explicit request of

another process, the action is referred to as process spawning.

When one process spawns another, the former is referred to as the

parent process, and the spawned process is referred to as the child
process. _ &5 , : : %

conditions:

L - Normal exit: Most processes terminate after the complétio_ti- |

~ of their task. _ o
2. Error exit: One of the reasons of the  termination of a
process is an error. caused by
illegal instruction, referencing no

n-existent . memory, oOr
dividing by zero). ' : |

the process (executing an

"7"\‘\____ ‘ : . : o -
- 5 Process Management | 31
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3.

Fatal error: Another reason for the termination of a Proceg,

is the discovery of a fatal error-
For example, if a user types the command

cc foo.c

to compile the program foo.c
compiler simply announces

oriented interactive processes,
however, pop up a dialog box an . . .
Killed by another process: A process might HM.H.EES if the
process executes a system call telling the operating system to

kill some other process. ! J:

and no such file exists, thy -
this fact and exits. Screep,
when given bad parameters
d ask the user to try again,

2.4

 Process States

various states. There are different models to mx_u_&.u this:

241  Two-State Process Model

From creation to completion, the process passes through

- Enter

Fi, : .
igure 2.2: Two-state process model (a) State transition diagram

or not ] .

a running. When the OS creates a new process, it creates @
process control block for that process and enters ; .
the system in the “not running”

Dispatch

(@ | . .

Pause

~ Queue

Dispatch Exit

-

Processor

e ——T

Pause . : __

(®)

(b) Queuing diagram

In thi , in o1
this model, a process may be in one of two states: running

that process int¢
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executed by OS. From time ¢ time, the currently running process
will be interrupted and the dispatcher (a program that gives control
of CPU to the process selected by CPU scheduler) voEos of the
OS will select some other process tq run. The former process

moves from the “running” state ¢ the “not running” state, and one
of the other processes moves tg the “running” state.

As shown in the queueing diagram (Figure 2.2 (b)), a

process that is interrupted is transferred to the queue of waiting
processes. If the process has completed or aborted, it exits the
system. In either scenario, the dispatcher takes anot

her process
from the queue to execute.

24.2  Five-State Process Mode] *

If all processes were always ready to execute, then the
queuing discipline suggested by Figure 2.2 (b) would be effective.
Some processes in the “not running” state are ready to execute,
while others are blocked, waiting for an /O operation to complete.
Thus, using a single queue, the dispatcher could not Just select the
process at the oldest end of the queue. Rather, the dispatcher would
have to scan the list looking for the process that is not blocked and

that has been in the queue the longest. | _

This type of situation can be handled by splitting the “not
running” state into two states: “ready” and “blocked”. With the
inclusion of two additional states — “new” and “exit”, we will
obtain a five-state process model. The five states in this model are
briefly discussed below: 5

1. Running: The EoOo.mm that is 95@:5\ being executed.

2. Ready: A process that is prepared to execute when given the
opportunity. _ | _

3. Blocked/Waiting: A process that cannot execute until some
event occurs, such as the completion of an I/O operation.

4. New: A process that has just been created but has not yet
been admitted to the pool of executable processes by the OS.

Typically, a new process has not yet been loaded into main

- memory, although its process control block has been created.

s —
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5.  Exit: A process that has been reicascu uuvii we pug]
executable processes by the OS, either because it halteq o

because it aborted for some reason.
. Dispatch

Event
occurs

(@)
Ready queue . 5 Release
i t TR
.‘f_sﬁlv U__mu s Processor
o Time-out
Blocked _pcoco i e
Event _ Event wait -
occurs —— -t -
(i) Single blocked queue
; Ready queve . A4 Release
Admit o5 P | ~ Dispatch . PN g
S » Processor
g - Time-out
Event 1 queue . :
Event 1| ; : ’ Event 1 wait
occurs W _
Event 2 queue .
Event2 |_ : ~ Event2 wait
occurs | 35 ,
L]
®
i [ ]
Event n queue’
Event n : . Event n wait
occurs v
(ii) Multiple blocked queues

Figure m.w Five-state process model (a) State transition diagram e
(b) Queuing diagram: (i) single blocked queue (ii) multiple blocked

queues.

Nature

Lifespan
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e 10 nalted g

Release
—

il

Release
-

-

ol

n diagram
le blocked

Process i : __
an-exdtn m a0 Instance of|Program contains a set of]
'Ng program. |instructions *designed to

complete a specific task.

Definition

o S SE RN
Process is a active entity

Nature ; :
_ Program is a passive

as it .
is created Q:E_m entity as it resides in the

execution ..::_ loaded secondary memory.
into the main memory, ,

Lifespan The process has a shorter

5 A program has a. longer
and very limited lifespan lifespan as it is stored in
as it gets 8_.5523 after|the memory until it is not

the completion of the|manually deleted.
Emw.

A process is divided into smaller tasks and each task is
called a thread. A thread (sometimes called a lightweight process)
is a single sequential execution stream within a process. It itself is
not a program because it cannot run its own. A thread has its own
registers, program’ counter, stack, stack pointer. A thread shares
address space, program code, global variables, heap, OS Bmoﬁnmm_
(files, I/O devices) with other threads. _

Comparison between Process and Threads

1. Processes -cannot share the{1. Threads can share memory

same memory. | and files.
2. Process creation is time|2. Thread creation is not time
consuming. consuming.
3. Process execution is very|3. Thread execution is very wmmﬂ
| - slow. i
4. It takes .more time to[4. It takes less time to terminate

threads.

terminate a process.
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.\f.;. =l 2 A word
5. It takes more time to switch|5. It takes less time to switch displaying

between two processes. between two threads. keystrokes f

. e .
6. Process is loosely coupled|6. Threads are tightly coupleg spelling and
i.e., lesser resources sharing. | . i.e., more resources sharing :

7. Communication between|7. Communication ~ between
processes is difficult. threads is easy and efficient.

——

8. System calls are required for|8. System calls are not required.
communication.

9. It is a heavy weight process|9. It is a light weight process as
as it requires more resources. it requires fewer resources.

10.They are not suitable for|10.They  are suitable  for
exploiting parallelism. exploiting parallelism.

251 Multithreading

Multithreading refers .to the ability of an OS to support
multiple, concurrent paths of execution within a single process. MS-DOS us

In other words, multithreading is the use of multiple threads uses one process,

in a single program, all running at the same time and performing =~ Processes, one thre
different task. Most software applications that run on modermn - US€ multiple proc
computers are multithreaded. For example, JAVA browser is a' .Pmﬁammmm of 1
multithreaded application wherein we can scroll a page while itis = 1,

; _ . _ Responsivi

aoéz_oma_zm. an applet or image, play animation and sound | threads, if

parallelly, print a page in the background while we download a can be imn

new page. : : : . :

m : _ b2, Faster con

More examples of use of multithreading; _ _ is lower co

1. A Web server accepts client requests for web pages, images, | switching |
sound, and so forth. A busy web server may have several 3.  Effective

m”o&%m thousands of) clients concurrently accessing it. If have mull

€ web server ran as a traditional single-threaded process, it schedule 1

would be able to service only one client at a time, and a make proc

cli i : . -
gRE E_mw_.. have to wait a very long time for its requestto . 4.  Resource
serviced. So, a web server uses multiple threads. _ be shared
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e
= E 2 A word processor ot :
— use
0 switch| | displaying graphicg mMoEEEcEm treads: a thread for
is. keystrokes from the T msm_._.. nm.oma for ‘responding to
=y spelling and grammar oo 0O & third thread for performing
ly coupled| | Ar checking in the background
; sharing. ] :
between m
efficient. i
t required. | | g - g SRR
. : One thread y One process
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaa Ao Multiple threads
process as e s B ) i
sources. m
able for z
Sm. m
; g.&ﬁa.gu: : “ .. FE =
Gl ] oy sl
to support | Figure 2.4: Threads and processes
ocess. MS-DOS uses one process, one thread approach. JAVA Runtime
it Hrranafi uses one process, multiple threads approach. UNIX uses multiple
erforming processes, one thread per process approach. W2K, Solaris, and Linux
1 modern - use multiple processes, multiple threads per process approach.
wser is a- | Advantages of multithreading: _
vhile it is 1. Responsiveness: If the process is divided into multiple
d _sound _ threads, if one thread completes its execution, then its output
wnload a can be immediately returned. |
2. Faster context switch: Context switch time between threads
is lower compared.to process context switch. Process context
images, | switching requires more o«.ﬁnr_nma from the CP G...
several | 3. Effective utilization of a- E_m_aw.._onm%ew muw:::" If we
ng it. If | have multiple threads in a single _n_.o_nmmmu t m:q.”_.m Mwm
ocess, it | schedule multiple threads on _EEEU e processors. 11 :
, and a make process execution faster. | .a 3.
; i , data, and files can
juestto. | 4. Resource sharing: WomcE._omm.ﬁ”.wo oowwnmmm
3 f na .
; be shared among all %Ham.% ¥ e p
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]

Note: Stack and registers can’t be m:w_dm among the Sam&.
Each thread has its own stack and registers- |
Communication: Communication @ngnos multiple #Eom.&
is easier, as the threads share commori m.ﬁ.ﬁ_dmm mﬁmoo..gr.__m
in process we have to follow some specific OOHHMEO&_&
technique for communication between two proc :
Enhanced throughput of the &ﬁn:ﬂ If a _unoommm is
divided into multiple threads, and each Ez.wmm ?nn_noz i
considered as one job, then the number .om jobs completeg
per unit of time is increased, thus increasing the throughpy
of the system.

User-Level and Kernel-Level Threads e

There are two categories of Snmmm_wdﬁ_oaoﬁmmoa._ They are

as woz.oém_ . :

1.

User-Level ﬂﬁmwnm (ULTs) .

User-level threads are threads implemented in the user space
and the kernel doesn’t know anything about them. When
threads are managed.in the user space, each process must
have its own private thread table. This private table consists
of the information of the program counter, stack
registers, etc. and is Eus_mmma by the run
shown in figure.

pointer,
-time system, This is

Process =]

Thread = User pace

Thread table ="

mﬂ G.SO— mﬁ ace

Figure 2.5: User-leve] 33_95.

Advantage of :%1.3@_ threads:

‘e User-level threads are very effjcia

: Hicient |,
switch is not required to switch . °CQ

HOE
another. o

s:mm 2 mode
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frcads. Disadvantage of user-level threags:

o nly a single user-leye] thread within a process can

threads execute at a time, and j¢ _ :
‘,,. while | process is blocked . 1t one thread blocks, the entire
pication 2.  Kernel-Level Threads (KLTs)

J | Kernel-level threads are threq

ds within a process that are

a%mm “M E&E&:w_ﬂ cm the kernel. There jg no thread table in each
qction | process. 1he nq_.n_ has a thread table. Th;s table keeps track
a%_a& of all the threads in a system,

ut ’ _ _
roughp The kernel’s thread table holds each thread registers, state

and other .Emousmmos“ Note that the information here is the
same as with the user-level threads but it is now in the kernel
instead of user space. This is shown in Figure 2.6.

User space

ﬂu €5 Kemnel space

_ Process E_w_n._\. % N Thread table -
Figure 2.6: Kernel-level thread

_>n<m.=ﬁmm_mm of wn;m—n_n{m_ threads: 2

*  The blocking of a .&_.om_m does not block the entire process.

e It supports E:E-.%oommanm because multiple threads
within the same process can execute in parallel on a
multiprocessor. _ Fe

Disadvantage of kernel-level threads:

*  Switching between threads m.m mnﬁ consuming because
the kernel must do the switching.

253 Combined/ Hybrid Approach

i i ori mbine both the
In this combined/hybrid approach, we com .
user-level and kernel-level approaches. In such a system, thread
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Difference Between

creation is done completely in th
this facility. For example,

example of such an OS. Itis s

N

e user space. Some OS provide

Selaris
TO/J___.S :.— m—m_.:-m M.Q.

w

> (a UNIX version) is an

v )

}

V User Space

®

) Kemel Space

(]

Figure 2.7: A combined approach

User-Level Thread and Kernel-Level

User-level thread Kernel-level thread
User-level threads are|1. Kernel-level threads are
implemented by users. implemented by OS.

OS doesn’t recognize user-|2. Kernel-level threads are
level threads. recognized by OS.

Implementation of user-level
~ threads is easy.

3.

Implementation of kernel-
level thread is complicated.

. Context switch time is less.

4.

Context switch time is more.

Context switch requires no
hardware support.

Ew&é&.@ mcwvon is needed.

If one user-level thread|6. If one kernel-level thread|
performs a blocking|  performs a blocking
operation, then the entire| operation, then another thread
process will be blocked. can continue execution.
,Cmo.loé_ threads  aré¢|7. Kernel-level threads are
designed  as  dependent| designed as independent
threads. threads. i
Example:  Java  threads,| Example: Solari

POSIX threads. i ad
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¢ OS provide
ersion) 1S ap Witching
The context SWitching is 4 ¢ e
: : a technij .
operating System to switch 5 E.on%w Hmﬁo °r method used by the
execute its function using CPUs Yl om one State to another to
to another process requires Performin System. Switching the Cpy
yace process and a state restore of 5 differ om:w State save of the current
time 1s pure o<.oz~mm9 because the M%MM % % S
work while switching, Jtg speed vari M does no useful
hine. Furth ares from machine to
machine. Crmore, ooamxﬁamsﬁcr tim 3
- dependent on hardware support. ¢ are highly F
pace : The steps involved in context msan:n are:
1. Save the content of the process that s .
_ currently running on
the CPU. .Cvama the wow and other important fields,
: 2. Move the H.”muw om.ﬁrn above process into the relevant queue
lernel-Level | such as the “r cady” queue, I/O queue etc. ;
: 3. Select a New process for execution. Update the PCB of the
thread | | - selected process. Fe
reads  are| | (This includes updating the process state to “running”)
)S. 4. Update the memory management data structures as required.
reads are|l | 3 - Restore the context of the process that was previously running
when it is loaded again on the processor. This is done by
| loading the previous values of the PCB and registers.
of kemel-| | L ETE S I .
iplicated. bty £ 9pointing systom
BT interrupt or system call
1€ 1S more. executing m
is needed. | ! I _
: “ idle
vel thread
blockin :
ther Ennmm (idle interrupt or systam cal sz
1on.
ads  are . idle
dependent
. )
executing |, .
eads M e
: itchin
 Figure 2.9: Context SWICTg
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2.7 Scheduling - —

N

The key to multiprogramming is scheduling. moron__.”_:*_.,m
refers to the set of policies and mechanisms that an O.m.. m:_._.:um s for
am.anaaum the order of execution of the pending Jobs and

processes. A scheduler is an operating system cSm.EB %Woac_&
that selects the next job to be admitted for axoem:._o_...” e main
objective of scheduling is to increase CPU utilization and to

increase the throughput.

271 Types of Scheduling
Scheduling can be categorized into two categories:

1.  Processor scheduling

The aim of processor scheduling is to assign processes to be
executed by the processor or processors over time.

i. Long-term scheduling: This is a decision whether to
add a new process to the set of processes that are
currently active. The /long-term scheduler executes
relatively infrequently and makes the decision of
whether or not to take on a new process and which one
to take. oet

ii. Medium-term scheduling; It is part of the m_imwﬁmnm
function. This is a decision whether to add a process to
those that are at least partially in main memory and
therefore available for execution. -The medium-term
scheduler executes somewhat more m.on,cwa_w to make a
swapping decision. | £

iii, m-:.ul.nm_..z scheduling: This is the actual decision of
which ready process to execute next. The -short-term

MM%M@NM. namo known as dispatcher) executes most
ntly an isi i
Bt chr makes the decision of which process to

I/O scheduling

~ This is a decision as to which )
process’s pendi
shall be handled by an available 1/0 amSMa. ng I/O request

42 | _:ua:_s on Operating System _ : _ -~
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A scheduler

ce cri
teria. We need to consider the following

five criteria:

1.

CPU utilization: It is ammnma as the

average fraction of ti
during which CPU is busy, age fraction of time

€Xecuting either user programs
or system modules. The key idea is that if the CPU j is wzmw

all the time then the Em:Nm:o: factor of all the components

of the system will also be high. Higher the CPU utilization,
better it 1s.

Throughput: It is defined as the average amount of work
completed per unit time, I_mrm_. 1s 9@ S_.o:mrvﬁ better it is.

Turnaround time (TAT): It is defined as the Hoﬁ_ time
elapsed from the time the .Bc is submitted (or process is

created) to the time the ._ow mom. ?.ooommv is completed. It is

the sum of ﬁmzoam spent ém:Em to get into memory, ‘waiting
in the ready queue, Owd time and I/O operations. So, we can
write that B

Turnaround time ._A.ﬁﬁd = .%__.oamm_,m_ mE.mm._ time = Process
arrival time) - HLE :

Lower is the average EBEorSQ time, better it is.

Waiting time (WT): It is defined as the total time spent by
the job (or process) while waiting in suspended state or
Smaw state, in a multiprogramming environment. So it may

be given by a formula

Waiting time 2\.3 G,E.:mwo::a time — Processing time)
Lower the average waiting time, the better it is.

Response time (RT): This ua.maoa.. is cmsm__w oozmaoaa
for two systems - time sharing and real-timé ‘operating
system. However, its characteristics differ in these Qﬂo
systems. In the time-sharing system, it may be defined as n_n
_EQEm_ from the time the last result appears on the terminal.
be defined as the interval from

a
In real-time systems, it may | event is signalled to the time

the time an internal or externa

al
gorithm ig evaluated against some widely -
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the first instruction Of e 1EPF=" au,

ISR) is executed.
6 Am, .-.w:wmm. A good scheduler should make sure that
; ai 3

&)
process gets its fair share of the CPU.

m_z:sm

1ling Algor
273 CPU Schedulin — : CAn
Scheduling algorithms can be divided into tWo categorio

o how they deal with clock interrupts: nonpreempy,

with respect t eduling algorithm.

scheduling algorithm and preemptive sch .

The scheduling in 2._:05 a E.:E:m process cannot .f
interrupted by any other _u_.oﬂmm is called :ou_.w_.moagz.n
scheduling. Any other process é.r_or enters the queue has to wy;
until the current process finishes its CPU cycle.

In contrast, the scheduling in which a running process can be
interrupted if a high priority process enters the queue and i
allocated to the CPU is called preemptive scheduling.

noﬁﬁwmeSngmmnZo:.m._..mmn-ﬁm%m mﬂm?mmaumﬁ

mn

1. In nonpreemptive scheduling,|1. In preemptive scheduling, the

if once a process has been| CPU can be taken msa_m

cannot be taken away from| process. o
that process.

2. No preference is given when a|2. It is useful when a Em_é__

higher priority job comes. priority job comes as here %_
CPU can be snatched from J

lower priority EonoE
3. The treatment of all processes|3. The 2
is fairer,

treatment of ¥
processes is not fairef a_f
CPU snatching is done m::a_
due to time constraints Of dut
to a higher priority proc®

request for its execution.
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e Non-preemptive sc LAl
| Process 8:: ﬁ w Bt Preempti :
/ C (0] : L R e e e e e e
ich 4. WB. ; 2 Eﬁ.ma.:v.ﬁa 4. Proce e P, G
till it terminates or switches tg $8 can be interrupted in .
waiting state. between,
- |Il|lllllll|lllll-lllll|.| y
_ 5. It is a cheaper mo:oaczzmwlwl.llt .
- It i1s a costli heduli
. d. stlier scheduling
ies _Mﬁro_:m et method, _
five xample: First-Come-First-|  Examnla: :
Served (FCFS), Shortest Job|  Shortest . Rempors oo™
First(STF) CPU  scheduling| pior oo, Remaining ~ Time
be s cheduling|  First (SRTF) CPU scheduling
tive ,.\mlmo: o - algorithm
vait Following are the different types of scheduling algorithms:
1.  First-Come-First-Served (FCFS)
a_u.m : It is the mmBﬁ_omﬁ. of all the scheduling algorithms, also
d 18 known as . \?&..E%w&..oﬁ (FIFO) or a strict queueing
scheme. dSE this scheme, the process that requests the CPU
tve |- first is allocated the CPU first. Its implementation involves a
_ ready queue that works in first-in-first-out order. When the
el CPU i1s free, it is assigned to a process which is in front of
-5 the ready queue. " A FCFS scheduling algorithm is
fne nonpreemptive: because the CPU has been allocated to a
Mw« process that keeps the CPU busy until it is released.
" the :
Advantages: : o,
e It is the simplest algorithm and is easy to implement.
o e It is suitable for batch systems.
he Disadvantages: e
a e The average waiting time is not E__Eam_. .
e Itis not suitable for time sharing systems like UNIX.
all .
» 2. Shortest Job First (SJF) Gt
_.. N ? . 1S
ther In this scheduling algorith ae The processes are
ser (| . CPU-burst time. 1he P |
Que P Bmmmm c.ﬁa,_ _mmmﬁa _coco, When two processes have the
s available in the ready amOmm s used to for decision. This
same CPU-burst _u:‘..m_.,_ rcemptive Of nonpreemptive. A
~ algorithm can be either P .
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_Shortest Remaining Time First (SRTF)

preemptive SJF algorithm will preempt the currently
executing, where as a non-preemptive SJF algorithm wjj;
allow the currently running process to finish its CPU burgt
Preemptive SJF scheduling is also known Shortest |
Remaining-time (SRT) First Scheduling.

Advantages:

e Shortest jobs are favored.

e It is an optimal algorithm because it gives minimup
average waiting time. _

Disadvantages: !

e It is difficult to know the length of the next CPU-burs
time.

e It cannot be implemented at the level of short-term CPU
scheduling time. _ i 8

e There is a risk of starvation of longer processes.

e It is not desirable for time-sharing or transactior

processing environment because of the lack of -

preemption.

Shortest remaining time \N..EH (SRTF) is a preemptive <oum§“_.

of SJF. In this case, the scheduler always chooses th:

process that has the shortest remaining processing time
When a new process joins the ready queue, the schedule!

compares the remaining time of executing process and nev

process. If the new process has the least CPU-burst time, tht.
scheduler selects that job and allocates CPU, otherwise, |
continues with the old process.

Advantages: .

®. SRTF does not have the bias in favor of _onm process¢,
found in FCFS. . |

e Unlike round robin, no additional interrupts a
generated, reducing overhead.

Disadvantages:
e There is a risk of starvation of longer processes.
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Round Robin

rrently 1. ;

m wil] Round robin is _u_.oo_dEE

| . € versi

burst, algorithm. The round.rop;, hm_w_om %M FCFS scheduling

Jortest. | designed _om%oo_m:% for :_som:E.Sm Mv, Mn:ﬁ_wan m_mc:E_E is
FCFS scheduling, byt Preemption g added Samw__H“nmﬂz,n_M

system to switch between : ;
called a Bme qusmtics o_._u”._ﬁ”“MvMM.n% _”BM__H.%: of time,
. " quantum is wosoZ:% from 10 to 100 mill efined. A time
nimum The ready queue is treated ag g a_ac_m_,mnno:am in length.
scheduler goes around the ready queye; m:noﬂw_“w: Mﬂn mwm
to each process for a time Eazm_ of up ,8 1 time M:m:aea

The performance of this pure E.ooBE:a m_moEE.: depends
upon:

J-burst

n CPU i. Sizeof time @smsEE

11. ZcEama of ooﬁﬂa ménormm

. >m<m=wmmmm. . L e
action o2 Bl : b
g ¢ Round BGE m_mo_.&._E.__ _:EE& : Eo m%mﬂoB resources
" uniformly. - : el

e Jtdoesn’t mmom Em _mmsmm of mgmﬁow oa 830% effect.

UHmmnﬂmbﬂmmmm._ e __
e The m<9.mmm Em&:m aBm Hm_no_“ B_EEm_

i

¢ This Eﬁroa %msam Bo_.m .aim_o:_\ooaoﬁ msnnrsm
* . Lower. time mzmnEB Homszm in Em_._ﬂ. the context
switching overhead in a_m mwmas
5. Highest Response Ratio Next Ezwzv

This algorithm mxnocam Emﬁ job first ér_or has the highest

response ratio. Response ratio, also known as normalized

turnaround time is defined s Eo B:o between turnaround .

ersion
2s the
time.
eduler
d new
1e, the
ise, it

cesses time and response time,
Mathematically,
~ mHlm
v _w+s
S

Where R = response _.ma = time spent s.am:m for the
processor, s = mxwooam se

/

3:8 time.

_uqonmmm Management | 47
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‘

This approach is attractive because It accounts f, the B

the process.

6.  Priority Scheduling i |
In this scheduling algorithm, each _unon.umwm 1s m:.\mm a _5.5_.
The scheduler always picks up the highest uno_,:w Eﬁ_,..
for its execution from the ready queue. If Em.ﬁ.ﬂooomwg he
equal priority, then FCFS is used to make decisiop_

Scanned with CamScanner

; i
This type of scheduling algorithm may be of two types: |
I~ Preemptive (priority-based) scheduling Exam
In preemptive scheduling, the Hmmrm. are mostly assigy,
with their priorities. Sometimes it is Important to py,,
task with a higher priority before another lower Priori;
task, even if the lower priority task is still Tunning, Ty,
lower priority task holds for some time and resum;
when the higher priority task finishes its execution,

2, Nonpreemptive scheduling

In nonpreemptive scheduling, the CPU has vmgl

allocated to a specific process. The process that keeps
the CPU busy, will release the i

used for various hardware platforms,
Advantages of Priority mnrnmzmnmw
* Processes are CXecuted on the

Ummmn_ﬁ:ﬁwmmm of Priority mnrmmz_m:m"

* If the system eventually Crashes,
- Processes get Jost.

This scheduling algorithm may leave som
processes Waiting _.zmomzzaa\.

7 Rate Monotonijc Al

e low v:.oE.Q

* RMA js ﬁmz.o.wz.oz.q preem




1€ of e The priority of ke _ J
f is
task where task é:r.mrﬁwm length of period of respective
e Used to schedule Periodic M.MNM& are highest priority
. 1. Deadlines for tacl :
EMMM. 2. The tasks E.mﬁmmr are end of each period; D = T.
-0 . :
i other ® Independent and do not block each
s have J oA
3. Scheduling overhe
: thead due to context swi
n_ Swapping ete. are assumed to b waw s
Example: .
signed Capacity | Period (T)
n a P1 e e
priority P2 Py R
sumMes i) R0

Here, the omﬁm.o_.Q awboﬂn.m_g: of execution of each process
for given period i.e., %7

P1 executes 3 units E_anm__u__m_o.g#m time,

been
_awvm P2 executes 2 units E”_mwmm.m.g:m time, 3
ching _ e

P3 executes 2 units in each 10, unit time.
Process with least period has highest priority.
e P2>P3EPL .k d .

an be

high Total time required: |
e LCM of20,5,10=20
and - e i
i SR U
: 2
P3 s 10 20
ori 3 ndry
ty SPLE =T 20
Gantt chart: A
| - : p2|p2|P3|P3| |P2|P2
w_ _ P2 |P2| P3| P3| P1|P2 p2|P1|Pl 13 14 15 16 17 18 19 20

01 2 374 5.6 1% 9 10 11 12

P . \\\\_u:.nmmm Management | 49
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8.  Earliest Deadline First (EDF)

o The tasks are assigned priority based on mom,a.:nm.
"o The deadline (earliest) has highest priority. - -
» EDF is capable of achieving full processor utilizatjoy,

Example: =5
Capacity | Deadline Periog )
Pl 3 i i
P2 2 i _
P3 - NG 8

P2 > P1 > P3 (Priority)
3 units (until 7)

.WQNR&.Q\?.
Ift
cha
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on deadline,
iority.
essor utilizatigy,

Period
ll|j
20"
||||}
5

¥ 3 20

ng Problems 2
l|l|-|ll.|.|.|ll|l|llll||.|-.

P2 and P3 with
'W. Calculate the
€ Processes arrive

is as sho s |
o:ma wn Uﬁoé i | i N._..w,_uw_, then the Gantt

o .

o R 107775 .
Wwaiting time for P] = g o 20
Waiting time for P2 = 1 o / b
Waiting time for P3 = 15 |
. Average ém:_.sm ﬂSu _A >¢<,G i E

8 u ey

If the processes arrive in or ao_.
%mn_mmm m:o€= ca_oé. el

_\ P2 P3

Waiting time woms.u_.owaw ;

Waiting ch wOa P3 = m Em
Waiting time for E = _o Bm

+5+ _
% ><Q,mma %m_ﬁsm E:o Q:ad = £ =5ms

mro:mﬁ uo_u_ First Amumv mnwm&-_:_m Problems

Consider four _u_.enommnm E E wu m.z_ P4 i_:_ their
CPU burst-times - given co_ci. cm:.m non-preemptive
SJF, calculate the AWT and ATAT. _
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Solution: 5
Gantt chart is as shown below. | r
P4 P1 P3 W_ :
0 3 9 16 5 | :
0+3+9+ 16 wl m
Average waiting time (AWT) = A = s pr -
jon
\ 3+9+16+24 ~ golut!
Average turnaround time (ATAT) = 2 =l | Tt
3. Consider four processes P1, P2, P3 and P4 with the, _.
CPU burst-times given below. Using preemptiye S
calculate the AWT., : : A
PI . 0 : c
al
P2 . 1 4 A
Pk e 9
. P4 3 5
Solution:

The Gantt chart is _mm shown below.

PL) P27| " py PI Byl |

\
s, the remaining time for pg (ie., 7 ms) is Solutic
‘(4 ms),. so Pl is -

0= DA =)+ (17 2y (5
AWT = . 4 ILHQ.MEm

C.  Priority Scheduling Problems

/
4. Consider a set of 3 processes P1

» P2 and p3 With thej,
priorities and arrival times as given below. nm__nz_mqm _

AWT for preemptive priority based algorithm,

52 | Insights on Ovm__‘m::m System i




Pl
P2

P3

where 1 denotes highest priority and 3 denotes lowest

priority.
Solution: ;
The GANTT chart is as shown below,
Pl P2 P3 P2 Pl
0 1 2 il 8 17

0+(B8-1)+1+@4=2)+
AWT = @-1 E (A:2): 2

.. Consider a set of 4 .m.-.onmmmm.m PO, P1, P2, P3. There
arrival times and burst times are given below. Calculate
AWT for non-preemptive priority based algorithm.

PO | 0 10 5

Pl [ Al iai6 4

P2 3 2 2

P3 S A \ 0

| Where 0- highest priority, S-lowest priority .
. Solution:
The Gantt chart is shown below:
PO P3 P2 Pl :
0 10 14 16 22

PO | 0 10 10 0
Pl L 6 21 15
P2 3 2 13 11
ST R e 9 5

[Process Management | 53
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10421 +13+9

-ATAT = y =13.25 ms
and
DB 575 ms

W= 4

D. Round Robin Scheduling Problem

6.  Consider a set of 3 processes P1, P2 and

CPU burst times in milliseconds.

p3: 5]

=2 ms. m._..._:n b_g.w@_. _w_o:_!_.

Assume time ..n...m..?g q
robin scheduling algorith
Solution; _ .

Since, arrival time of
waiting time ag follows

.
.

Waiting time for P1=0 + (6-2)+ (10

Waiting time for py= 2+@8<4)+(12_ 10)=

Waiting time for P3=4 mg |
7+8+4 .

Now, AWT = lﬂwl..l.n 6.33 ms _

E. Hi ghest-Resp

7 Consider the Processes with follow; :
time and priorities;

54 | Insights on Operating System

onse Ratio 3 :
Problems i (HRN) .m&-mmﬁmzm

; ] Em arriva] mE.

e
~
=
Scanned with CamScanner
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Process
Pl T—=21me | Priority
PR el i
P3 3 T 1Cow)
Solution: TR e i, D

Since it m_m non-preemptive, ¢ -
completely. It takes 7 ms to ooBEm.ﬂo

Now, among P2 and P3, the
ratio is owomon for execution.

€Xecutes process P]
process P1 execution.

process with highest response

- wai
Response nmso = nsm time + service :Bm
Service Qam

Response ratio for P2 - E;E =225

Response ratio for P3 = ﬁE =

F g
0 7

As process P2 is having highest response ratio than that of
P3, process P2 will be considered for execution Ea then

mo:oima by P3.,

0 7 2L 15

 Average waiting time = [0+/(7-2)+(11-3))/3 = 4.33
Average turnaround time = [7 +(1 1-2)+(15-3)]/3 =9.33

Consider the following set of processes, with E.:<M_ _=Eo.
E.n _h_um _mzm@ a. Ouuc c:..mq_a_:um iven in table as clow:

‘Burst time

6
4
2

T — : —__ Process Management | 55
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i. Draw Gantt chart illustrating the execution of :.5

processes using FCFS, SRTN and RR (Q=2) schedulipy -
ii. ~ What is the waiting time and turnaround time of eagy

process for each of the scheduling algorithm? _ 4
[2076 Baishayy,

Solution: _._ s
a. Oms:.ormz for FCFS: : I

e

A O T .

b. Gantt chart for SRTN: E z
T = _ £

y
1

02°3- 48 10" 15

c. Gantt chart for RR (Quantum = 2): hE o
p . . _

1

% LR AL T PR Tk e . 9% Cor
i,

c\-hn—-o
N & oy |w [

56 | Insights on Ouuﬁmm_ﬂa System
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1 of :.mmm
_on_:—--ﬂ

e of eacy,

wamrmg_

c\-hb—lc.
N A [y

2 s T

g m.wm

Consider the following set __ow _ _._..de%u. with the length of
the CPU burst time and .u..a<w__nim given in millisecond.

.HDS_ = Mu .Hm;m_ =18 :

@

PO Sy 3
. P1 i 6
P2 T 4
___P3 g G
S . o 2

Draw Gantt chart illustrating RR (Quantum = 2) and

scheduling. Also find
st oxnk yatig-aost (1 E1 E-.:s..o::& time for

average waiting time and aver uma 2077 Ctiaitra]
€ach of the m_nozn:u.

Proces

g T2 |I....I.|I|1 s Management | 57
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Solution: o
For HRN algorithm:

Gantt chart:

|

NEIE .
Mvou\ o\ u\w 15 20 R

Explanation: HRRN is non-preemptjye algorithm, p
att=0, attime 3, P1 is only waiting, so P] CXecuteg
Attime 9, processes P2, P3 and P4 are Waiting.
Now, _

Response ratio (RR) at.time g for:

Process P2 = ﬁE =225 Qsmﬁ.ﬁ::d _

Process P3 = @IIWE i

Process p4 = w...m. v

| T 1

Hence, p> executes, : f

_m_E:ma_un attime 13, process P3 and P4 are Waitin
Now, 4 _. m.

RR at 13 for:

Process 3 = BTM 2 o4
Process py _ (13-8) + 2
N "

"=3.5 (maximum)

58 | Insights on Operms——

e
| Total TAT = 49 7

on o_um_.me.:m _m<m8.=

; iy f

—

10.
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Average TAT = &o

=5
wo
. Average WT =<2 _
ge WT 5 =4
For round robin algorithm (Q=2);

Gantt chart:
A ‘ ; . } i

Po | P1| Po| p2| p P3| p2| pa

0 2
Process |

PO

Pl

P2 , HEE

P3 20 | 140 e

P4 Ldvslie B R0

Total TAT =50 | Total WT = 30
><o~m@mﬂ>ﬁlm%u_o LA LS
30

w. Average WT == . IRy

Consider the -.c.:oi:.m_ set of processes, with the F:m:- of

CPU burst time in millisecond. The processes are
assumed to have arrived in the order P1, P2, P3, P4, PS
u: ﬁ :Em 0 :aiamn .:::co.. uE:m r_mrmﬁ E.::._Q_

2 e
S A

EE ST N N

~ Process Managemerit | 59
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v

S y
Draw Gantt chart illustrating prior ity E:._a.MW ME»:.E; : . B
= 1) scheduling. Also find average iu.__ ow.:uam ang N
aver mwm turn-around time for each &. the algorithms, :
[2075 w:maa_ |
_ _ _ .
Solution: . - il : i o ”M— o
Gantt chart for priority scheduling: oot

A

..........llll.
P2 Vi liledsess et il : pomreid
LRP RN T T e
S0 1 | . prav
T e " SRT
i % Total TAT = 60 | Total WT =41 —
il 7 — — _ . Solution:
. Average TAT =5 =2 Gant
S
Average WT =5 =82
Gantt chart for round-robin scheduling; Pl
il . 0
: _ Gan
| P1|P5|P1|P5 P1
10 25 14
: 9
-1
5 “
Total TAT =46 | Total WT = 27

'60 | Insights on Operating System _
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11 Message Pass! i '3, '

2 del allows multiple processeg 0 | Passing : et Producer Problem using Message
#define N 100

i 0 : -
Message passing ¢ ge queue without being COnngg, %

: 554 :
and write data to the M€ on the queue until thejr reci, i

Ored l 5
each other. Messages el S:,eues are quite useful for inte p’ﬁ{: void producer(void)
: _ Message q : gy |
retrieves th:’:mn s ised by most operating systems, A SUn;!ﬁ int itemn:
icatio message m;
tcf?mu: easily be put into library procedures, such as | : I message butfer +f
cyca ¢ : : while (TRUE)
nd (destinatl'oﬂ, &message) ! ig = prLduoe item();
= mm(mmuﬁer &m" I* generate something to put in buffer */
and build_message(&m ite);n]; f,: viait for an empty to arrive +/
. - X ame
receive (souree, &message); : _ o send(consumer, &m); s nd“‘"ﬂ“dem inkaion : ffend ¥

The former call sends a message to a given destina&i{)n al ) :
the latter one receives a message from a given s'ource (or frorn;h void corisumer(void)
ANY, if the receiver does not care). If no message 1s availabje, 1

. . : i D ntitem, i;
receiver can block until one arrives. Altematlvely, it can remm Lnessage m .
immediately with an error code. :
: . ; for (i = Q; I < N; l+) send(producer, &m); /* send N empties */
3.11.1 Issues in Message Passing : . while (TRUE) { :
: ; SRt " recelve(producer, 3m); I+ get message containing item */
Send and receive could be blocking or non-blocking: item = extract_item(&m); I+ extract item from message */
i send(producer, &m); + send back empty reply */.

. Blocking send: when a process sends a message it blocks © consume_item(item); /* do something with the item */

‘until the message is received at the destination. ¥ }
; Figure 3.14: The producer-éonsumer problem with N messages.

Non-blocking send: After sending a message the sender
s; Modern Operating

proceeds with its processing without waiti it | h -
the destination. ¢ Walting fox i e (Courtesy of Andrew S. Tanenbaum, Herbert Bo:
Systems)

*  Blocking receive: When a ive | . |
g : process executes a receive l}f - —————————————r—
. x: 2 f G e Dining. il ; lem
waits blo.cked until the receive is completed and the required 12 The.D.lm“g‘Ph'_lo-soPhefs o
message is received, : ’ .‘

. Non-hlocking receive; -Th,

) € process executing the recei’
proceeds without Wwaiting fo hOng ¥

r the message(1).

Bfockiing Rec T
. erve/non- : ;
combination, . blockmg send is- a commo

Figure 3.15: For dining philosopher’s problem
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hilosophers are seated around 3 round table wjg %
. Five phi .
late of spaghettl. |
gaacli hilosopher requires tWo forks fo eat th‘e Spag,}fettl.
- Th ponclirion may arise when neighbouring Phllose,]:,her
. e c

; hetti.
Iso require fork to have spag . |
:z:or:ing to this problem, the life of philosopher consjsgg of
eating and thinking. e
. : tries to acquire his left 4,
) When philosopher is hungry, he 1
righ‘:“ﬁi-k. If hpe is successful, then he eats for a while, thep
puts down the fork and continues to think.

. The question is: Can philosopher eat without getting stuck?
The solution: '

#define N 5 /* number of philosophers */

void philosopher(int i)
{

while (TRUE) { '
think( ); /* philosopher is thinking */
take _fork(i); /* take left fork +/ v
take_fork((i+1) % N); 1= take right fork; % is modulo operator */
eal(); % yum-yum, spaghetti =/ :
put_fork(i); /* put left fork back on the table +/
; put_fork((i+1) % N); /* put right fork back on the table #/

/* i philosopher number, from 0 to 4 %/

}

Figure 3.16: A nonsolution 1 the dining Philosopher’s problem

(Courtesy of Andrew S. Tanenbaum, Herbert Bog
. Tth procedure take_fork waits yn:
available and then seizes it,

. But, the solution s wrong i.e. if fi i i
left simu!tancously, no one will pe :E phllosophm talke their
7 : there will be a deadlock,
Thus,
semaphore.

. The scenario is such a way that the ca]] 1, thi

| a bmary semaphore and before ac v . Is done by
' Auiring for philosopher

k,a
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L

11 3)

would do a down on my,
placing the forks.

The program using SeMmaphore ;5 Stated b .
. use of an array, state tq keep 1 elow which makes

thinking or hungry),
A philosopher may on]
neighbour is eating,

Philosopher's .i:s neighboyrg
RIGHT i.e. ifiis 2, LEFT is 1

N 5
#defin€ (i+N—1)%N
GHT (1+1)%N

defing I‘;H
208 THINKING 0

fil
;ngine HUNGRY ;
gefing EATING ‘
: edef int semaphore;
int state{NI:

utex = 1;
maphore mute
::mapmfe SINJ;

void philosopher(int

while (TRUE) {
think( ); ’
take_forks(i);
eat();
put_forks(i);
}

]

void take_forks({int i)

l down(&mutex); -
state[i] = HUNGRY;
test(i);
up(&mutex};
down(&s[i]);

}

void put_forks(i)
{

down(& mutex);
state[i] = THINKING;
test{LEFT);
test{RIGHT);

) Up(&mutesx):

E"Oid test(j)

F(stateli] == HUNGRY &4 state[LE
slatefi] = EATING;

UP(&sfil);
| }

Figure 3. 17. A solution to the dining philosophers problem using
semaphore.

sy of Andrey S, Tanenbaum, Herbert Bos; Modern Operating Systems)

(Co
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ack of Philosopher (eating,

are defineg by L
and RIGHT i 3?’ EFT and

/* repeat forever =/

/* philosopher i thinking =/

I* acquire two forks or blogk #/
/* yum-yum, spaghettj =/

/* put both forks back on table =/

I*i Philosopher number, from 0 to N—1 +/

/* enter critical region =/

/* record fact that philosopher i is hungry =/
I* try to acquire 2 forks »/

I* exit critical region +/

/= block if forks were not acquired «/

/* i philosopher number, from 0 to N—1 +/

= enter critical region +/

/= philosopher has finished eating */
/= see if left neighbor can now eat +/
/* see it right neighbor can now eat +/
/= exit critical region */

/= i: philosopher number, from 0 to N-1 +/

FT] 1= EATING && state[RIGHT] = EATING) {
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3122 A Solution to the Dining Philosophers Problen, al

In A Solution to the Reag
3.1 €IS angd
Monitors g 3.1 Semaphore Writers Problem using
moniter DiningPhilosophers int semaphore; oy )
{ ate[5]; ypedef mutex = 1; ~e Your ‘Magination »/
enun [THINKING, HUNGRY, EATING) s semaphor® B 10 T CONUIOIS aCCess tg Yo
condition se1r(3l; emaphore €= T I :;Ol;lrms 3CCeSS 1o the database +/
=0; Proce i :
void pickup(int 1) f{ int , Sses reading or wanting to +/
state[i] = HUNGRY; . r(void
test(1); 3 - void reade [
if (state[i] != EAT .
self[1] .vait(); £ while [Tﬂugn{nex)‘ :: repeat foreyer »/
down(; ex): 9et exclusive agpess t0're'
rc=rc+1; /* one reader more now *
void putdovn(iat 1) { if (rc == 1) down(&db); /= jf thig is the first reader *
:::::E:J:a:ﬁu:)x s up(&mutex); I* release exciugive aceess 10 g +/
test((i + 1) § 5); read_data_base(); I* access the data #/
down(&mutex); I* get exclusive accessto 'r¢' +/
1 (ot 1) o (&db) e et fowet o o
void test(int ; ==0) up : I* if this is thy
_ if (rc IS the last reader .., +
u(si g.;a[;; {E Evﬁ':a zr )5]u t= EATING) 2a up(&mutex); I* relea;e exclusive access to 're’ /
(statel(i + 1) % 5] 1= EATING)) { use_data_read(); /* noncritical region +/
state[i] = EATING; }
self[i].signal();
} }
}
initialization code() id writer(void
for Cins £ Car s <{5: - void writer(void)
State{1] = THINKING; while (TRUE) { /* repeat forever =/
think_up_data(); /* noncritical region */
; : I* get exclusive access +/
Figure 3.18: ; down{&db);
2 18: A solution 1o the dining Philosopher's problem using write_data_base(); [* update the data +/
monitors up(&db); - I+ release exclusive access */
(Counesy of Andrew S. Tan I . ]'
: enbay ;
Systems) ™, Herbert Bos; Modern Operating I

Figure 3.19: A solution to the readers and writers problem using
semaphore

(Courtesy of Andrew S. Tanenbaum, Herbert Bos; Modern Operating
Systems)

; ; the database
€rs problem, which 4 S problem In this solution, the first reader to get access to : :
database. Imagine, for example, an airline regerv, ols access fo a does a down on the semaphore db. Subsequent readers merely
many competing processes wishing to reasder:,al:;on System, with iﬂcrt‘mem a counter. re. As readers leave, they decrement the
Write = = 3
acceptable to have multiple processes reading the databa It It is COunter, ang the last to leave does an up on the semaphore,
same time, but if one pro S¢ at the

Elllowing a blocked writer, if there is one, to get in.

88 | Insights on Operating System
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ere implicitly contai_ns a Suy
that while a reader is using th
ng. Since having tw.o reader 1
he second reader is admigy, q
itted if they come along, Nnuj

The solution presented h

i €
decision worth noting. Suppos .
another reader comes @

database, : problem, ¢

e o

the same time 15 NO

be adm

itional readers can also ! |

Addnm"a writer shows up. The writer may not be admitted 1 the
suppose

data- base, since writers must have exclusive ac;ess?;:" ;he Writey
is suspended. Later, additional readers show up. ; g Sdat leay
one reader is still active, subsequent readers’ are admitted. AS. 1
consequence of this strategy, as long as there is a steady sgpp]y of
readers, they will all get in as soon as they arrive. The writer will
be kept suspended until no reader is present. If a nevlv reader
arrives, say, every 2 sec, and each reader takes 5 sec to do its work,
the writer will never get in.

To avoid this situation, the program could be written slightly
differently: when a reader arrives and a writer is waiting, the reader
is suspended behind the writer instead of being admitted
immediately. In this way, a writer has to wait for readers that were
active when it arrived to finish but does not have to wait for
readers that came along after it. The disadvantage of this solution is

that it achieves less con- currency and thus lower performance.

313.2 A Solution to the Readers an

; d Writers Problem using
Monitors - Ao

Coﬂditio
con

// STATE VARIABLES

// Number of active readers; initially = ()
int NReaders = 0;

// Number of waiting readers; initially = (y

int WaitingReaders = 0,

// Number of active writers; initially = o
int NWriters = 0;

// Number of waiting writers; initially = 0"
int WaitingWriters = 0;

90 | Insights on Operating Systelm

<MW

o canRead = NULL;

dition €

A writer can enter if there are 1o other

J/ active writers and no readers are Waiting

if(NWriterS.: 1 || NReaders > 0 {
++WaitingWriters:
wait(CanWrite);
--WaitingWriters;

}
NWriters = 13

} ;
void EndWrite()

{
NWriters = 0;

// Checks to see if any readers are waiting
if (WaitingReaders)
Signal(CanRead);
else
Signal(CanWrite);
}
void BeginRead()
{
I/ A reader can enter if there are no writers
/] active or waiting, so we can have
/l many readers active all at once
if (NWriters = 1 || WaitingWriters > 0) {
++WaitingReaders;
// Otherwise, a reader waits (maybe many
Wait(CanRead);

do)

L\--WaitingReaders‘.‘, :
\ ) -

Process Communication And Sy
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}

++NReaders;
wmmzm_ﬁm_%mw&m
}
void mnammmao
{
// When a reader finishes, if it was the last reader,
// it lets a writer in (if any is there).

if (--NReaders = 0)

Signal(CanWrite);
}

Figure 3.20: A solution to the readers and writers problem using
monitors

3.14 The Sleeping Barber Problem

Sleeping Barber Problem

» One —uﬁﬁcﬂﬂ y
barber goes to sleep, When ere chair and

mm _:0
: a customer arrj Custom e
the sleeping barber, If additi arrivers, er, th

onal customers gpp: € has ¢o wak

; : haess § a ; e up

Is cutting a customer’s hair, then they sit if Mnﬁ While the barber
m:

S -
5 Cmpty else

/l
N

€IS 1o sit, If h
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they 1€ave the shop. Customers are serviced in FCFS order. The
ﬁBEmB is to mﬂ.oma am the barber and the customers without getting
: to race condition.

pdefine CHAIRS 5

pe def int semaphare;

I* # chairs for waiting customers */

ty
tomers = 0;
maphore cus .
Mwamuzoqm barbers = o
semaphore mutex = 1;
int waiting = 0;

I* use yaur imagination +/

ﬂ # of customers waiting for service */
> # of barbers waiting for customers */
/* for mutual exclusion */

I* customers are waiting (not being cut) */

void parber(void)

{ while (TRUE) {
down(&customers); /* goto'sleep if # of customers is 0 #/
down(&mutex); I acquire access to ‘waiting’ */
waiting = waiting — 1; /* decrement count of waiting customers */
up(&barbers); . /* one barber is now ready to cut hair */
up(&mutex); I+ release 'waiting' */
cut_hair(); /* cut hair (outside critical region) */

]

}

void customer(void)

{ down(&mutex); /= enter critical region */

if (waiting < CHAIRS) {

/* if there are no free chairs, leave */
waiting = waiting + 1;

J* increment count of waiting customers */

up(&customers); [+ wake up barber if necessary */
up(&mutex); /= release access to ‘waiting’ */
down(&barbers); /* go to sleep if # of free barbers is 0+
get__haircut(); /* be seated and be serviced */

} else { -
up(&mutex); /* shop is full; do not wait */

}
}

Figure 3.21: A solution to the sleeping barber pr: oblem using
semaphore

(Courtesy of Andrew S. Tanenbaum, Herbert Bos; Modern Operating
w.«_&m..a& . N

EXERCISE

lrlll||I|.|.|||

L What is a monitor? Solve dining philosophers’ problems

using semaphore.

S¢maphore,

/.

What are the conditions to get mutual exclusion? Uw»umbn
Semaphore and solve the producer-consumer problem using

e e ————
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race condition and critical section Proby, |
T

sible approaches to handle the Sty
s is busy updating shared memory o
enter its critical section ang o,mﬁ_g
. ¥

3. What is the
Explain all - pos
“while one proces
other process Wwill
trouble”.

4.  Define critical s
multiple-process SY:
problem using semaphore.

5. Define race condition with example. Explain wnﬁ;as_m

algorithm. . .

6. Why do we need pipe() function? Define semaphore m_a
_explain the major operations in semaphore. Can semaphop

be used in distributed systems? Explain why or why not.

7. What is TSL instruction? Why it is used? Solve producer.
consumer problem using monitors.

ection and mutual exclusion with respect |,
stems. Solve producer and consup,,

e

: Memory Management

P

in memory (RAM :
Main m ry ( e ) has 5. be wisely managed, so memory
Em:mmoao:ﬂ is on¢ of ¢ most important tasks of an operating
gystem. [n some earlier systems, the concept of “partitioning” was
onﬁ_owaa for memory management but now, in almost all modern

8. Why do processes need to ‘be mwmn:_.oiuo% mw_u_mg

Peterson’s solution and TSL instruction approaches used in
mutual exclusion with busy waiting.

9. Explain critical section problems, Why is it important for a

thread to execute a critical section as quickly as possible?

10. Define semaphore and explain th
semaphore including pseudocode. -

11.  Define race condition. What are

exclusion? the Tequirements of mutual

Solve producer-c
. -cons ;
semaphore and message passing, "I, -problem . :.m.Em

12. i iti
What is the race condition? Explain hoyw sleep() nd
P an

Em_.azvo solutions are better than busy waiti :
critical section problems, aiting solutions for

13.  What is TSL? Why is it used? Ex;

! ’ plain the my; g
of semaphore with a simple implementation M..mm_mow_ovnwm:ozm
, Class,’

¢ major " operation in

—

B:E?dmamaa::.ﬁ systems, memory management is done using
the scheme Of virtual memory (based on one or both techniques:
ng and segmentation).

Memory management includes the methods to manage
primary memory since most of the processes run in primary
memory. Protection and sharing of memory are two important
memory management functions.

pagi

42 Memory Management

When memory is assigned dynamically, the operating
system must manage it. There are two ways to manage memory:
bitmaps and linked lists. These are also the approaches by which

the free blocks in the disk are managed.

421 Memory Management with Bitmaps

In this concept, memory is divided into allocation E&m.
Corresponding to each allocation unit is a bit in the .,a.namv. which
is 0 if the unit is free and 1 if it is occupied (or soa-éa&. dpn
size of the bitmap depends only on the size of memory and the size

of the allocation unit. : :
Consider as shown in Figure 4.1 (), some portion ©

The memory _m
memor . ses and three holes. : \
y having five proces \ marks. The shaded regions |

allocation units are depicted by the tic

picted by T T
of the mem n they are free which is represented DY \
: ory shown mean they - Sstitmap. |

94 | Insights on Operating System

™ the bitmap, Figure 4.1 (b) denotes the correspo ;

Memory Management \ ,wm
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[11111000

IR

11111111
11001111

I

(with the exception of itself), 154 Programs, search for

P data and maintain standarq iput-output routines in
11111000 ﬁamﬂw—d . :
i g memory: %
. . Processing
33.%5« 4.1: Memory management with bitmaps ey |
: . . : Device
422 Memory Management with Linked Lists T
ill b : Monitor 4 f—ou 7" |
QROOE SOBDE BN - -
Sequencing
. | oy |
U OERCCOEROE R E RS EE
! 7

Control language
: interpreter
Process 2l Boundary —> &

xorwﬂargus
at1ig 2

Figure 4,

2: Memory management with linked b..& i

The same memory having five processes and three mo._mm
(Figure 4.1 (a)), is fepresented in Figure 4.2 a5 a linked list of
segments. In this

concept, a linked list of allocated and free
memory segments j

. aEmESEnn.> Segment either contains a
process or js an empty hole. Each nu_d._.mﬁa:ﬁ %mnmmommrohn.

(H) or process (P), the ress at which jt starts, the length, and a

User program
area

pointer to the nexy item,

Figure 4.3: Memory layout of resident monitor

‘4 Swapping in Operating System

Swapping is a memory management mn_unEw in which BN
Mocess can be temporarily swapped from main Boaouh »
Xeondary _EanJ. so that the main memory can be made m.:mw_ w..

O ther processes. It is used to improve main memory utilization.

, ““ondary memory, the place where the swapped-out process is
ored { called Swap space.

Memory Management | 97
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gis divided into two more oosnnE

appin Jd — . s storage allocati
The concep! of swapp %:. %s:m_,“_mcw_nnno: cm, EmEoMSP each progess occupies a
n-in and swap-out: : ontigH? 5 2E
swap-in and . adind of removIng a process from §§ ang mam_a ¢ multiprogramming €nvironment, several :
. Swap-out is 8 a:r L disk Ina e mory at a time and the Cpyy g Mamquﬂm am%_n
S the har Sk,  qary : nn_:_o—.ﬁﬁﬁ%
adding 110 oa o removing @ program from 5 hayg | in %a: {hese programs. To support S:..cvamaaasm. one idea is to
o Swap-in is 3 MEOY % o the main memory or RAM, petVe e main memory into several partitions each of which is
disk and putting 1t back 11 _w,s% it0a single process. Unua:&..nm on how and when partitions
5 \) w__oomﬁﬂnm there are two types of memory Partitioning:
\Mﬁ“m_n\) RIS SR I ] are Cre? Fixed (or static) partitioning
craling . - i -
- |7 Process 1 . Variable (or dynamic) mm:_ao:_nm
| - 1 Suapou 1 —um%m.w Partition Allocation ﬁgﬁwﬂﬁﬂomumgﬂm with
User space__ - Fixed Partition)
|| —{Process2 n fixed n.mnEo.Eam. main memory is divided into a number
T Swapin ] tic partitions at muaﬁ.B generation time. There are two
- cﬂnwwmmzanm for fixed partitioning: equal-size partitions and
e = all . iti
Main Secondary - snequal-size partitions.
memory : storage Operating system R b o
Figure 4.4: Swapping 8M 8M
o b Tl S )
4.5 Memory Allocation Techniques S M
Since the main memory must accommodate ~both the
g system and the various user processes, main memory has M
to be zllocated in the most efficient way possible. .
Memory allocation is of two types: &M
1. Contiguous storage allocation
2. Non-contiguous storage allocation 8M
"Memory Alloca ol 12M
) ﬁﬂoﬁs.tlw i ; 8M
’ AR
Contiguous : : :
4 Zon.ooammcocm 09 HiM 16M
Fixed Partition  Variable Paniition Paging g _B_no oA
Allocation Allocation e r.ll.luﬂl (b) .
_ _. a I-
) . ; ory. (a) Equa
Figure 4.5: Memory allocation technigyes Figure 4.6: Fixed partitioning of a Qad_f@‘ te Hmﬂo N
: . it Unequal-size pa
98 | Insights on Operating System  T———————— _ Stz paritions ﬁ.t %
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Advantages of fixed partitioning:
. Simple to implement.
. Little operating system overhead.
Disadvantages of fixed partitioning:
, Maximum number of active processes is fixed.
. Wastage of memory by programs that are smalje;
their partitions (known as internal fragmentq tion) thg
To understand internal fragmentation in aﬂm:.,nosmaa _

example, in which we have a physical memory with the follo i,

. 5.
fixed partitions. _ sw
100 x.TMo K M) \. ~ Process-1

™ L[| 20K . 80K (M)
9K |

: Internal fragmentation of

x| | N-M) =20
0K |
90K :
Physical memo
: Ty
Figure 4.7: Internal Jragmentation

When a process o :
2 T program of size, 8 : At
accom B , 80K(M

Eo%wn smumnn_ouir But partition-| mm.Mm Wom.mm%mv.. %
- Therefore, : : size.
unused space is ( _ w\_bnw: Q_u %om_ Yen partition-1. The lefiover
internal fragmentagjoy, of 20K here 5) = 20K This soce]

B Xe itioni
ic Partitioning was intro d p artitioning, the

}&.ﬁgwﬁmmmu .
. More efficient use of majp Memory

. No internal fragmentation

(sadvantages: _.u
. Suffers from external m.mmsassmo:

rernal fragmentation:
External fragmentation exists whe

D

Ex
n there is enough total

%wnmm a
umber of small holes (free spaces).

To solve this problem, compaction is employed. Compaction

E technique by which the processes are relocated in such a way

ihat the small chunks of mam. memory are made contiguous to each
other and clubbed together into a single free partition, that may be
pig enough t0 accommodate additional process. As an example,
consider a memory that has three holes of size 30K, 20K, 50K that
nave been compacted into one large hole or block of 60K. This is
shown in Figure 4.8.

0K 0K
0s 0s
SOK ‘ 50K
Pl P1 (150K)
200K 200K
. 30K P2 (300K)
230K 500K
P2 P3 (50K)
530K : . 550K 7
20K
550K
P3 .- :
600K J00K —Compacted
memory
50K l_
650K L 650K———
(@) (b)

Figure 4.8: (a) Main memory suffering from mﬁm.ﬂ:&
\.Emsma.naaz (b) Main memory after compaction
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tween fixed partitioning and nwzmsw
: 'l

Comparison be

‘4 4 [ e s Y
jable partitionoE— variable pa -
quaa\_.._\aw._ partitioning Dynamic/var p ,2:_.55

— el partitioning, main|l. In m_.m_._m_:_o partitioning ™
n fix divided into 4 mmn:_cnm are of cm:mzn_
partitions. [ength and number. _

1 — |
2. Operating system needs i

decide about partition g, |

fisih ]
memory 15 ¢
number of static

2, Operating gystem decides
the partition gize only once

at the system boot time. every time a NEW procesg ;|
chosen by ﬁonm-g::,
scheduler.

.
3. The degree of|3. The anmﬁn \
multiprogramming is fixed. multiprogramming varies.

e ——

4, It may lead to internall4, 1t may lead to extern

of

fragmentation. fragmentation.

4.5.1.3 Memory Placement Al gorithms

After the partitions are defined, the OS keeps track of status
(allocated/free) of the memory partitions and this is done through a
data structure called as partition description table (PDT). Each

PDT is described by its starting address, size, and status (allocated
or free).

In order to load a new process, OS checks for the free
memory partition with the help of PDT, if the search is found to be
successful then the entry is marked as “allocated”. When the
process terminates or is swapped-out, it is updated as “free”. Three
most common strategies to allocate free partitions to the new
processes are: _

1. First-fit y

In first-fit approach, the first free partition is allocated large
enough to accommodate the process.

2 Best-fit

In best-fit approach, the smallest free partition is allocated
that meets the requirement of the process.

102 | Insights on Operating System

rst-fit

st-fit approach, the largest ayailable partition is
d to the newly entered process.

wo

3 In wOr
mzonﬁwn
_a order .po find "u...: the free partitions, all of these
s require scanning PDT. The first-fit terminates after
P " pe first such partition whereas the best-fit continuous
- ¢ for the near exact size. Hence, the first-fit executes faster

cas the pest-fit achieves higher utilization of memory.
wher

—ﬂn e
mu»amn?% memory partitions of 100K, 500K, 200K, 300K,

and 800K (in Edm_.wm how would each of first-fit, best-fit,
and worst-fit algorithms place processes of 112K, 317K,
221K, and 436K (in order)? Which algorithm makes the
most efficient use of memory?

Solution:
oxs] | douKBit i) ooxs] |

gy
| wl e | amal

300 KB E 300 KB 300KB| 221K
sookB| 317K 800 KB gooKB| 112K
First fit Best fit ia._.mﬂ fit

Best-fit algorithm makes the most efficient use of memory.

452 Non-Contiguous Storage Allocation

Employing compaction technique 10 .mzo.a Qmﬁam__
fragmentation can be expensive. Another vomm@n solution to
ttenal  fragmentation is 10 have non-contiguous m.Sqmmn
dlocations, There are three main methods of non-contiguous
Slorage allocations:
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4.5.2.1 E%uw@ management scheme that permitg the
A memory-

i 1 E.G.

to be noncontiguous is Callgg

f a process . Po.

e %n_ﬂ_momxaa& fragmentation as well as g, N S
Paging avo

e !
q f
compaction.

.

sical
pwmnm__ Mmm,_dn 0000 ... 0000 [ ]

i1 ... 1111

physical
by memory
Figure 4.9: Paging
The basic method for impiementing paging involye
breaking physical memory into fixed-sized blocks called frame
and breaking logical memory into blocks of the same size called
pages. .

The hardware support for paging is
Every address generated by the CPU g divi

page :s.h._g. (p) and a Page offset (d). The p
a11ndex iny 2 Page table. The page table contains the base address
with the Emmw 5% . Mmemory. This base address is combined
Oliset to define ¢ : :

sent to the memory unit he physical memory address that is
Advantages of paging,
1. Paging reduces ¢ :

: Xterna] f; : .

interna] m_,mmaggo: Tagmentation, but stil] suffer from

illustrated in- figure,
ded into two parts: 2
age number is used as

2. P mm_._g IS s 4 .
Hnscw "mple o Implement and assumed as an efficient
Ty Managemen; techn ique
3. Due ¢
becomeg

1 mh_—_._.n.m.n-

ﬁ

Dt wﬁ.cmn—@ of paging:

size of Page table can be very big and therefore it wastes
1. main memory.

cPU will take more time tg read a sin
main memory.

n to these drawbacks:

A

gle word from the

pslation Look Aside Buffer (TLB)
ra

A translation look aside buffer can be defined as a memory

which can be used to reduce the time taken to access the
hvnrn

age table again and again.
p

4

It is a memory cache which is closer to the CPU and the time

" ken by CPU to access TLB is lesser then that taken to access main
- taken

In other words, we can say that TLB is faster and smaller
memory-

the main memory but cheaper and bigger than the register. TLB
b e

cality of reference which means that it
mo:cﬁ...@ nrn_noﬁﬂnmnﬂwﬂwﬂnmﬂoow ﬂWOmn many pages that are ?mﬂ:u:ﬂ%
ja—— w:m CPU. In translation look aside buffers, there are tags
s g.z._ the help of which, the mapping is done. TLB hit is a
- wmmm E__._mnm the desired entry is found in translation look aside
nosa:_oum S_E.m happens then the CPU simply access the mngm;
gmn._.. H. c.” main memory. However, if the entry is _‘moﬂ found in
__onmacs _HW :Mmmv then CPU has to access page ﬁ.m.o_m in the main
MMNQMM and then access the actual frame in the main memory.

frame
:wﬁq number

- physical
memory

page table

_ Ltion ook asi buffer
Figure 4.10: Paging using Eu:.aazn: look aside buffe

e
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45.2.2 Segmentation
Segmentation is a memory management technique ip, W

the memory is divided into the variable size. parts. Each o

known as a segment which can be allocated to a procesg.

:_nr
Tt jg

: Th
details about each segment are stored in a table called a momgo__c
table. Segment table is stored in one (or many) of the mnmao_:u_

Segment table contains mainly two information about segment.
1. Base: It is the base address of the segment
2. Limit: It is the length of the segment.

 The figure given below shows how address mapping s done
in segmentation.

—w
trap: addressing errpr

: ~ Physical memory
Figure 4,11, Segmentqy ion |
Advantages of Segmentation:
1. Paging ‘red .

uces intemal fry i
from externa] wﬁm@dn:_m:.oa.man:_ﬁ_on, but still sufter

2. Less overhead

3. The segment table j
€ 1s of lesser
Page table in paging. iz g Compare ¢ ;

ks of segmentation;

i
D |, Itcan have external fragmentatioy,

) Itis difficult to allocate copy;

gized partition.

EUous memory tq variable

3. Itis costly memory managemen 51, o

1 E.:_um ran

23 paged Segmentation (Combipe dA

nent maintains a page table. So, the fog;

103 parts: (S, P D) where S is the segment number, P j
e d D is the offset or displacement.

PProach)

S€ two schemes to
..%mmn the segments”.
Into pages and each
cal address s divided

s the page

'aging

memory is partitioned into
frames (or blocks).

I In uwmwsm scheme, the main|1. In segmentation scheme, the

main memory is partitioned
into segments.

2. The logical address space|2.
is divided into pages by the
compiler ~ or . memory
management unit (MMU).

The logical address space
divided into segments as
specified by the programmer.

3. This scheme suffers from|3.
internal fragmentation or
page breaks.

This scheme suffers from
external fragmentation.

4 The operating system|4.
maintains a free frames|
list; there is no need to

searc
_..flllw for free frames.

“The operating  system

maintains the particulars o
available memory.

S, ,::w Operating  system|S.
Maintains a page map table
for mapping  between

—_frames and pages,

The  operating  system
maintains a segment map
table for mapping purpose.
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rogram tries to access g

T B : Page that i
__Segmentation :mﬁﬂn: page fault occurs. Whey Eumw_._::””umw M_HMMH
h does not{6. This scheme 9%3 ananﬂnﬂnmm a page fault, it must be Suspended until the missing
__. 3 e H ; k o1l 5 - .
fo ﬂﬁwo :mw_..wnwmﬁ.m view of|  user's view of memory:. ﬁ%Mﬁa swapped in main memory.
S 1 SR b
: pe shing
memory. ; 5 Thra .
7. Processor uses the page|7. Processor USES s “CBmeyy 452 Thrashing 1S when the page fault mﬂa.mémun.ﬁm happens very

number and displacement| ~ number and displacemen; atly at a higher rate, and then the operating system has to

€ 2 . 2
to calculate absolute]  calculate  the  abso]y, fiett more time swapping these pages. This state in the operating

t amounts of frames

d : ;
e (o address (s, d). el %m“wa s known as thrashing. mnnmcm.a.ow thrashing, the CPU
: systett is going to be reduced or negligible.
4.5.2.4 Demand Paging _ ! . gtilization 15 _
It is a scheme in which a page is not loaded into the main
memory from the secondary memory, until it is needed. So, i, g
‘demand paging, pages are loaded only on %Bﬁ:n_ and not ip m ‘I'.:ﬁm reis
advance. The advantage here is that lesser I/O is needed, less =
memory is needed, faster response and more users serviced.In this ; nw
scheme, rather than swapping the entire program in memory, only 3]
those pages are swapped which are required currently by. the
system. : Ly ; . e
: Degree of multiprogramming.
E_EmEm.Emaen of demand paging e T
: To E_Enu.HnE demand paging, it is necessary for the OS to- . :
ecp track of which pages are currently in use. The page map table Causes of thrashing: ; : o
(PMT) contains an entry bit for each virtua] page of the related . { High degree of multiprogramming: The CPU sc M_ u
g = sees the decreasing CPU utilization and increases the degree
; : i ult. The new process tries 1o
o SECERT of mulfiprogramming As:a TegiL, e rocesses, causing
et | get started by taking frames from En:mum Mﬁ vmaws_“u. e
2| Peges | TR more page faults and a longer queue om_%ﬁ and the CPU
3 “Papet N As a result, CPU utilization drops even further, :
4 : >$| Frameq | . =l PRy the degree of multiprogramming
p o B scheduler tries to increase the
é A
Lol omary 5 I% ; — iy oy ss has less number of frames then
: > [T vee ] . o [ L Lack of frames: If 8 process. | be able to reside in memory
Page Wap Table N less pages of that process J‘SH g frequent swapping. This
q ) and hence it would result in more Iret

may lead to thrashing. Hence msmmn._mn
-‘must be allocated.

-

Fligure 4,12 Implementation of demand pagir-
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2.

TANT
ANSWERS OR QUESTIoN;
{, Consider the following Pag€ reference string: 7 :
0423032120 17 0 1. How many page fay]g 2,
occur for the FIFO replacement algorithm rus.ﬁ,ﬂ_ﬁ_
frames? *5.
Solution:
wnmn_.mnnmmi:m”qoHmcmcnuwcmm 1201707
No. of frames: 3 e
3 0 1 5 0
7 7 7 2 :
. 0 0 =
20 MHWWO
3 0 4 ; fault
2 2 1 35
4 4
3 3 5 .
2 2
: 0
0 0 =
2 3 > H _
0 :
0 0 5 2
N 2 : 0
|47 5] : m
- 1
3 3 .
No 3 7T
page  No
fault mmﬂww'm
0
ERenfen ok
T T l B -
E 2 |t ianl : 0
No W& 2
m.m__:mm No page - _Il_ 1
_ fault

To :
otal no, of page faults = |5
Total no. of no page faults = 5

110 | Insights on Operating System

Solutio™:

g oD
EEER
SR
RERCER

Consider the page reference string: ABCD A BEAB

c D E. How many page faults would occur for the FIFO

page replacement algorithm having three frames and

four rames?

Using three frames:
Reference string;t ABCDABEABCDE

No. of frames: 3

A B
A
EE
| [ )

E
{E
| p

No w»m»
fault

9

Total no. of page faults =

Total no. of no page faults =3

Using four frames:
Now, no. of frames = 4

Memory Management °
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C D A
E A A A
ENpEE e :
‘ C C C
l D D D
Zcﬂmmm
fault
B E AL = -
A E b k -
B B 40 A 4
C c C B B
D D D, D C
zewuma
fault ’
D E
D D
A E =
B B -
=] [

Total no. of page faults =10
Total no, of no page faults = 2

%Emamm::rmm Fnﬁmm,_&mnoﬂwsﬁoc.;m:m called
FIFO anomaly or Belady’s anomaly. ,._.

It is noted that, with the increase in frame nzs_am_,_ u:E_u_m__.

Consider the following page reference string: 7 ¢ 1 _u.e 3
0423032120170 1. How many page fay)¢ would

oteur for the optimal page replacement
; ”— c - )
having three frames. : n_m_:ﬂ.

Solution:

xasgo:aam“qo __Nouc.ﬁuowm_mo:o_
No. of frameg = 3 _ , _

112 | Insights mmmms._.a System

370
2| | 2
4| | o
30 | 3

NPF

] 7

gl g

0 0
1 1

NPF NPF  NPF
NPF = No page fault
| ,HoB_. number of page fault=9
Total number of No Page fault = 11

nE:Em._. the following page reference string: 701203
0423032120 170 1. How many page faults would

occur for the Least Recently Used (LRU) having three

frames.

maan.aa.._

Example:

Reference mﬁwm“uo_.mcmoa.muommzo.:_e

No. of frames: 3
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L | e | e

(3% )

o @ )

3| 1 1

ol | 0 0 0

2| [7 1| | i7
NPF NPF NPF

Total no. of page faults = 12

Total no. of no page faults = §

5. Consider the following pa
canuau.n:uc:::
occur for the Least Fre
three frames,

ge reference mz.m:.m" q.c 1203
- How many page faults would
quently Used (LFU) having

No. of page faults = 13

6. Differentiate compaction and coalescing technique.
Ans;

* The process of merging adjacent holes to form a m.Emwa
larger hole is called coalescing. By coalescing roﬂmm., pao
larger possible contiguous blocks of storage can be obtained.
mmazmzw. the technique of storage compaction .5<o_<om
moving al| occupied areas of storage to one end. This creates

/

——— e
114 | Insights on Operating Sys*
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orage hole instead of the e
variable partition multiprogy, 35

. 4
. paging system with 2* bytes of

256 pages of 10

its are in logical address?
; H in physical frame?
b, How
Solution:
a.  Given,
Size of page = size of frameé i
= 2" bytes =2"

many bits are

No. of pages =236

Size of logical memory = No. of pages X size of page
=256x2"° :
=2" bytes

Hence, no. of bits required to represent logical address Spage

=m= 18 bits . : . :

b.  Size of page=size of frame
=2"bytes

Hence, no. of bits required to . i
=10k required to represent physical frame size=

8.

Define address bindin ; S
g and virtu
Ans: Al MEory.

Mapping logi _ D
Esacaw mmo whwﬂnwammmwms Mﬁ physical addresses in the
- : ss bindi e
during compile time, load fipe Mmmﬂw: W.Ea_:m takes plact
] t I time,

File System

1 _=nwcn=nmo=

A file management system is a set of system software. They
n_.a&am services 10 USErs and mwu:nmmo:m in the use of files,
including file access, directory maintenance, and access control.

File is a collection of related information defined by its
creator. A file is an abstraction mechanism. It provides a way 10
store information on the disk and read it back later. File is used to

t and organize the system’s non-volatile storage resources,

epresen
including hard disks, cd-roms, and optical disks.

521 File System

Files are managed by the operating system. The part of the
- operating system dealing with how they are structured, named,
 accessed, used, protected, implemented, and managed is known as

5

'~ collections, called files, with desirable properties, such as:

7 ﬂ the file system. The file system permits users to create data

. r==m.§._=_mﬁwﬂmunﬁ..mzam are -stored on disk or other
secondary storage and do not disappear when a user logs off.

. Sharable between processes: Files have names and can
have associated access permissions that permit controlled
sharing.

“+ Structure: Depending on the file system, 2 file can have an
" internal structure that 1S convenient for particular

applications. In addition, files can be organized into a
hierarchical or more complex- structure to reflect the

relationships among files.

522 Files Naming

]

116 | Insights on Operating Sys'~ %

: irn: a process creates a file, it gives the file a name. When
“the process terminates, the file continues t0 exist ‘and can be

o i
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accessed by other processes usin

store and 3 : A g its name. It is the i
retrieve information from the disk. It Hn?nm_dnn:ms_
. en

(both source and o_&nnc and data ts Eong :
; : ]

S l

Z.m:._mbm conventions

° We can use
e set of a fixed number of characters (|
» Special characters) tery

We s
hould take account for case sensitivity

_mmﬂhxmi_.._n.. a UNIX system can have all of the folloy,
5 ee distinct files: maria, Maria, and MARIA. In 7“5
OS, all these names refer to the same file. w

File extension,

3 ‘Many' operating systems support two-part file names, wig
the .2<.o parts separated by a period, as in prog.c. The py
following the period is called the file extension.

5.2.3 File Structure

Files can be structured in any of several ways: Thre
common possibilities are as follows:
e’ 'Byte sequence :
The file is an unstructured sequence of bytes. In effect, the
' operating system does not know or care what is in the file
All it sees are bytes. Any meaning must be imposed by user:
level programs. Both UNIX and Windows use this approach.
It provides maximum flexibility but minimal support. It i
-advantages to users who want to define their own semantics
on files. .

» Record sequence

In this model, a file is a sequence of fixed-length records,
cach with some internal structure. Central to the idea of?
file being a sequence of records is the idea that the @a
operation re-turns one record and the write operatio?
overwrites or appends one record. It is used in cp/m with 8

128-character record.

II....u.l..\\

.. < | | Insights on Operating System

P

;qua

n this organization, a file consists of a tree of records, not
ﬁnnmmmm:.zw E.ﬂ .ﬁsm SHLE length, each containing a key field
ina fixed position :.~ the record. The tree is sorted on the key
field, 10 allow n.m?a mnm_.nr.Em for a particular key. It is
useful for searching. It is used in some mainframes.

 byte | record
Cat [Cow Dogl [Goat| Lion Ow| [Pony| Rat [Worm]
[Hen] Ibis| Lamb|
@ (b) - (©
Figure 5-1: Three kinds of files. (a) Byte sequence (b) Record

sequence (c) Tree

‘Many operating systems support three types of files:

1. Regular files
Regular files are the ones that contain user information.
Regular files may contain ASCII characters, binary data,
executable -program binaries, program input or output.
Directories are system files for maintaining the structure of
the file system.

There are following types of regular file:

o Text files (ASCII)

They can be displayed and printed as 18, and they can be
edited with any text editor. Furthermore, if large

numbers of programs us€ ASCI files for input and

output, it is easy to connect the output of one program 1o
the input of another, as in shell pipelines. It is useful for
interprocess communication via pipes in Unix.

— .
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BiGnra, Woa o _‘-40_

. _ S . ;
e Binary m_M biiiary and not mmml% —.mmn_muuhn. HLME._
,H_un% are

the printer gives an mznoanwnrmnm:w_o listi,
on a.:aw. Usually, they have some Interna] Sty
Buﬁ_o.“:mo programs that use J:wa n_m_un_.EEm _.__\.5;“”
Mﬂnﬁwﬁw file (executable or archive)

2. Executable file (a.out format) -
The operating system will EﬁnEw a file only if iz 4
proper format. It has five. sections: header, text, day
relocation bits, and symbol table. .ﬂum header stargg ity
so-called magic number, Eﬂ.:_.@_um .Em m.: e ay
executable. Then come the sizes of the various pieces of ,
file, the address at which execution starts, and some g
bits. Following the header are the text and data of e

8th

program itself. These are loaded into memory and relocaeg

using the relocation bits. The symbol table is yseq for

debugging. . J
3. Archive file

It consists of a collection of library procedures A.Eo%_&

compiled but net linked. Each ope is prefaced by a header
telling its name, creatjop date, Owner, protection code, and
size. Just as with the cxecutable file, the modyle headers are

full of binary numbers, Copying them ¢, the printer would
produce complete gibberish, :

525 File Access -

The _.nwo:d.m:.o:._.u the file cap be accessed in several ways
as follows:

° Sequentia] »nnnuu_

The m._.EEomH_.mnoomm quentia
Operating  systems - provided only
Information i the file jg Processed j
the other. In these Systems, a Proces
or records in a file jp order, startj
could not skip around and reaq the

Access. Early
Stquential  gccess.
1 order, ope record after
S could regq all the bytes
Ng at the camm.sm:w, but

mout of Order. Sequential

120 | Insights on Operating System

g p__n_” .

files -Were convenient whep
11€

26 File Attributes z
P ey e has 3 nome s s o e ——

all Operating
ms associate other information wit, each file, for
mv,mﬁn

€Xample, the
and time the file was last modified and the files sjze. We will
%_ﬁ_n these extra items the file’s mﬁgaw..moao%%_m call them
ca
metadata.
Table 5.1: Some possible file attribytes ;
Attribute Meaning
Protection Who can access the file and in what way
Password Password needed to access the file
Creator ~ |ID of the person who created the file
Owner Current owner
Read-only flag 0 for read/write; 1 for read only .
Hidden flag 0 for normal; 1 for do not display in listings ~
mwm.mﬂzlmmml 0 for normal files; 1 for system file 1~
: be
ﬂmwﬂmm_ﬂmlll 0 for has.been backed up; 1 for needs to b
backed up d
l.ll.l‘ll.llll.l.ll.l.l.|| - _ :
>mQSum=wQ flag |0 for ASCII file; 1 for binary file =
Random 2o : : nly; 1 for rando
Random acegs flag (0 for sequential access only
access

/
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Attribute Meaning

Temporary flag 0 for normal; 1 for delete file on Process

Lock flags 0 for unlocked; nonzero .aoﬂa
Record length Number of bytes in a record 1/

Key position Offset of the key within omn:%
Key length Number of bytes in the key field

Creation time Date and time the file was QW:&]
. : . |I.||.|‘II/
Time of last access |Date and time the file was last a

ccessed
3 . |||.|.I.|.III|IA|!I
Time of last change |Date and time the file was last changed
' 4 |I|.|[.I|.I.I|I|r.....
Current size Number of bytes in the file

. : R~ ot
Maximum size Number of bytes the file may grow to

- e
5.2.7 _ File Operations

Files exist to store information and allow it to be 333&
later. Different Systems provid

; e different operatjons to allow
storage and retrieval. Below are the mogt common system calls
relating to files. E

o Create: The file js created wi

s d ﬁﬁoﬁﬂmm ECMG. o = : e
purpose of the open call s 1 al pen it.. Th

low the s st :
attributes and list of disk addresges into w\:mﬂd to fetch H.rw
rapid access on later calfs. EnEoQ s

- Close: When all the accesses are mammm&. the attrip, d
disk addresses are no longer needed, gq the 1o W:Em_m m”
closed to free up internal table space. ould be

° Read: Data are read from file, Usually,

: the _d\»mm A
from the current position. The caller muys; Specify o, M“_ﬂ_%

122 | Insights on Operating System T e

write: Omﬂm are written to the file again

current ﬁom_.so:.. If the current Position . :._m,, m:MMm_W at the
he files size S-Q.ammww. If the Current womaoso.:_.m file,
middle of the file, existing daty e il _M M__Em
forever- 0d |ost

>3.m=a" This call is a Testricted
data only to the end of the file, Systems that provide 2
minimal set of system calls rarely haye append, but many

systems provide BCEEn Ways of doing the same thing, and
these systems sometimes have append.

form of write, It can add

Seek: This call repositions the fjle
place in the file. After this call has ¢
read from, or written to, that position,

pointer to a specific
ompleted, data can be

o  Get attributes: Processes often need to read file attributes
to do their work. For example, the UNIX make program is
commonly used to manage software development ?e.anm
consisting of many source files. When make is nm__&., it
examines the modification times of all the source m_a. cw._ms
files and arranges for the minimum number 3., Q.UEE‘_m:onM
required to bring everything up to ama.. To m_o its job, it mus
look at the attributes, namely, the modification times.

! ttabl
*  Set attributes: Some of the attributes are cmnﬂnwnsﬂwm
and can be changed after the file has con‘u meos..ao%
system call makes that possible. dﬁ” ﬁra flags also
information is an obvious example. Most 0
fall in this category.
Rename: It frequently happens e
the name of an existing file. This S
possible,

228 File Management mj

. f system §
A file management system 18 that set of 5YS

that a user needs to change
m call makes that

Enw.
. < in the use of
Eoiaow mmgonw 6 iisers and %w:nmscum in
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Typically, the only way a user or mun__.nmmca may access fj,
through the file Emnmmaanum system. This qm:neam H.:n user
programmer of the necessity of developing m_umn_m_-nceag
software for each application and provides ﬂ.:n system iy m
consistent, well-defined means of controlling its most _.Suo:m:_
asset. Following are objectives for a file management system,.

w.s

o To meet the data management needs and requirements of the
user, which include storage of data and the ability to Perfory
the aforementioned operations

.H.om_._EnEna.SEnnﬁuEuOmm:u_m.z._mﬁEmamﬁmzﬂ:a m_n
are valid . :

To optimize performance, both from the system point of
view in terms of overall throughput, and from the user’s
point of view in terms of response time :

To provide /O support for a variety of storage device types

.H.oE_._.:EmNoo_.m:nE._mSEmﬂoﬁ:mm_mo:cmﬂon mnmﬁ_dw&_
data :

To provide a standardized set of /0 interface routines. to
USer processes :

To provide /O support for multiple users, in the _oumm of
multiple-user systems i

5.2.9 _ File System E&nﬂn_ﬂ._.n :
: : R T vy e
Different systems will be org

B o . anized differently, but the
ion given below is reasonably representat
lowest level, device drivers co e

. mmunicate directly with e
devices or their controllers or channels, A device ;

responsible for starting 1/O operations on a device and processi

the completion of an /O request. For file Operationg,’ ma. onmm_sm
devices controlled are. disk and tape drives, Uns.o@. driv ot
usually considered to be part of the operating system, oo

ripheral
driver is

124 | Insights on Operating System

Sequential

Logical Vo

i evice driver p
Disk d Tape device driver

Figure 5.2: File system architecqy,

| sy FileOantzafion

File organization refers to ‘the lo
rcords as determined by the way in which they are yceggeq Ty
physical organization of the file on Secondary storage depends on

ihe blocking strategy and the file allocation strategy. In choosing a
file organization, several criteria are importani:

gical Stucturing of the

1. Short access time

2. Ease of update

3. Economy of'storage

4, " Simple maintenance

5. Reliability 55 :

The number of alternative file organizations that have been
implemented or just proposed is unmanageably large, even for a
book devoted to file systems. We will outline five fundamental
Organizations. Most structures used in actual systems ..."Eﬁ fall
Mo one of these categories, or can be implemented with a
“mbination of these organizations. The five organizations are as
ollows:

L Thepile
2. The sequential file
3. The indexed sequential file
M. The indexed file

+ The direct, or hashed, file
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DIGITAL WD

11 File Directories
It is the system files

system. It is the binary file co : . |
(including other directories). Directories may o.oim_: any ki
files, in any combination and refer to directory itself and jtg ;

directory.

5.2.

for maintaining the structure of g

ntaining a list of files ooEEn&n.an
1n _s

d

- Contents:
Associated with any file management system and no__mgs

of files is a file directory. The directory contains information aboy
the files, including attributes, location, and ownership.

Basic Information .

. File Name: Name as chosen by creator (user or progran)
Must be unique within a specific directory

. File Type: For example: text, binary, load module, etc.

. File Organization: For systems that support  different
organizations : ;

Address Information

. Volume: Indicates device on which file is stored .

Starting Address: Starting physical address on secondary
storage (e.g., cylinder, track, and block number on disk)
Size Used: Current size of the file in bytes, words, or blocks
Size Allocated: The maximum size of the file © A

Access Control Information

Owner: User who is assi gned cont
may be able to grant/den
change these privileges,

rol of this file, The owner
Y access to other users and t0

e Access Information:
would include the us
authorized user.

A’si i ;
Q..mm_wmv_o version of this element
Me and password for each

' Permitted Actions: Controls reading

g "Writi .
and transmitting over a network fiting, executing,
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Created: When file wag first placeq in dj
irectory

ity of Creator: Usuall curr
_ Y but not Necessarily the
ent

pate Last Read Access: Date of the last time a record
cord was

read
pdentity of Last Reader: User who dig the reading

pate Last Modified: Date of the last update, insertion
deletion . o

[dentity of Last Modifier: User who dig the modifying

pate of Last Backup: Date of the last time the file was
backed up on another storage medium

Current Usage: Information about current activity on the
file, such as process or- processes that have the file open,
whether it is locked by a process

Directories can be created by mkdir and deleted by rmdir, if
empty. Non-empty directories can be deleted by m -r. In
directory, each entry made up of a file-inode pair used to
associate inodes and directory locations

Character-special files |
« It allows the device drivers 10 perform their own Vo
asmm.l:m.. It is used for unbuffered data transfer to and from
a device. Character special file generally have names

beginning with r (for raw), such as /dev/rsd0a.

Block-special files _ .

*  Block special files expect the kernel to R.nmoqs _Em,n:“m “HM
them. It is used for devices that handle V/o in large chunks,
known as blocks. o S

Structure

for a directory is that of a list
This structure could be
with the name of the

' The simplest form of structure
of entries, one for each Eo” o
represented by a simple sequential e,
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. Search: When a user or application r mwmam:nmm a

file serving as the key. In some earlier m_.sm_m-cmm,,

this technique has been used. However, j is o Msf
when multiple users share a system and evep for m_.a%ﬁ_s;_
with many files. e 5;
To understand the requirements for a fjje m.z.so::a .
helpful to consider the types of operationg thay > 1

: at Ma
performed on the directory: Y b

directory must be searched to find the entry no:nmﬁaza_.ﬂ __;ﬁ .
that file. ngy,
Create file: When a new file is created, ap entry

added to the directory. : Must
Delete file: When a file is deleted, an enlry must pe re

from the directory. ; Movey
List directory: All or a portion of the awmomoJ\ g
requested. Generally, this request is made by 5’ Y b

Hierarchical directorjes

It has a tree-like structyre Wwhe
of the tree. All directorieg -
logical grouping of files. In thig s

have its own working &HQOQ to avoig
processes. It is used in mggy of the m

€Ty process can
m:qﬂnzmm other
odem systems

I annaumo: in &nmn»oq entry

File -name: It is the opyy informat;

t
readable form. alion  kept
File -type: It is needed for
different file types. -
Location: Pointer to the device ap

device

those Systems that support

d location of file on that

Size: Current size of the file May a5, include the maximum
possible size for the file -

Current position: Pointer to the current read/write position
in the file

Protection: Access control information
Usage count: Number of processes currently using the file

Time, date, and process identification: May be kept for
creation, last modification, and last use, Useful for
protection and usage monitoring

52.12 Path Names.

When the file system is organized as a directory tree, some

way is needed for specifying file names. Two different methods are
¢ommonly used they are:

l/

>__=e_=$ path name: each file is given an absolute path
name consisting of the path from the root directory to the
file. As an example, the path /usr/ast/mailbox means ﬂ.rm, the
root directory contains a subdirectory usr, which in turn

contains a subdirectory ast, which contains En.m_a Em.:coxm
Absolute path names always start at the root directory an

are unique, %
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Relative path name: This is used in conjunction s
. o ﬂ::w working directory (also called tp,
MwMMMMWM A user can %mmmwma one directory as the
working directory, in E:n: case m__~A path nam
beginning at the root directory m,q.o Hﬂ en relative
working directory. For example, "if the oN:.oE o
directory is /ust/ast, then the m_n.érnmn a E.:Eo
/ust/ast/mailbox can be referenced simply as mailbox,

n_.q_.n_,__
n::,ma_
€s :2
to the
OHE:W
Path j

52.13 File Sharing s
In a multiuser system, there is almost always a .ﬂmﬁ_:mnoaos

for allowing files to be shared among a number of users. Two

issues arise; access rights and the management of simultanegy

dCCess,

Access Rights

The file system should provide a flexible too]
extensive file sharing among users. The file s
a number of options so the way in which a particular file i

accessed can be controlled. Typically, users or groups of users are
granted certain access rights to a file.

for allowing
ystem should provide

The following list is re
be assigned to 2 particular user

.

for a particular filey:
None: The user may n

ot even lear of the existence of the
file, much Jess access it : .

Ruo_...._nnmﬁ The user cap determine that the file mxm.ﬂm and
who its owner s, .

Execution: The

Reading: The user can read
including copying and execution,
Appending: The user can add

the end, but cannot mod
contents,

the file for any purpose,
. data o fhe file, ofy

ad Aile, ofte 1
iy or delete AT

4Ny of the file’s
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presentative of access rights that can -

» dating: The user can modify,
P

data. "

hanging protection: The user ¢qp chan
C ted to other users. Typically, this i
mﬂrw owner of the file. In some Systems, ¢
t

%_Qm_ and add tq the file’s

ge the accegg rights
ght is helq only by

he owner can extend
his right to others.
peletion: The user can delete the fjje from the file system.
nultaneous Agcess
5i

When access is granted to append or update 4 fie 1 more

e user, the operating system or file management system

n o:moama discipline. A brute-force approach s 1o allgy a user

a%w entire file when it is to be updated. A finer grain of

0 lock is to lock individual records during update. Essentially, this

control 18 ”Mmaaﬁiﬁoam problem. Issues of mutual exclusion and

is Hw_o nHMm must be addressed in designing the shared access
deadlo

nmﬁmgrq

tha

53 File System Implementation

Users are concerned with how m.ﬂnm are umanaﬁdﬂa
tions are allowed on them, what the aqmns.a. tree _8. L e,
QMMHMB:E interface issues. Implementers are E.samsa _M oH,_M
ﬂ%m and directories are ﬂo&a. how &mw space 1s ﬂmh_mmﬂw ﬂ.:n
how to make everything work efficiently msmﬁ MMMWEM.& e
following sections we will examine a number 0
what the issues and trade-offs are.

531 File System Layout

k 5 can _Un &_—e__._ﬁn&
File systems are stored on a_m_a.. Most m_nmﬁwm file systems on
Up into one or more partitions, with indepen

e MBR (Master Boot
“ch partition, Sector 0 of the disk is nm:“ E,Mrn end of the MBR
Record) and is used to boot the compu the starting and ending

S s . ives :
‘Ontains the partition table. This table gives &% in the table qm

rtitions
ma%mmwnm of each partition. One of ﬁnwﬂwﬁ
active, When the computer 15
es the MBR.

Marked oq
" exeoy
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The first thing the MBR program docs 45 Jocate th, aj,
ition, read in its first block, which is called the boot blocg , *
partition, _ gram in the boot block loads the ovmﬁ.g

execute it. The pro; ). . -
system contained in that partition. For uniformity, every Partjj;

starts with a boot block, pys i moﬁ..m mek moshmm: - goﬁza
operating system. Besides, it might contain one in the ?.:.:.o. Othe,
than starting with a boot block, the layout of & dick pactifion Variey
a lot from file system to file system. The first one i 4
superblock. 1t contains all the key parameters m_uoﬁ the file Systen,
and is read into memory when the computer is booted or. the file
system is first touched. Typical information in- the Superblock
includes a magic number to identify the file-system- type, b,
number of blocks in the file system, and other key administratiy
information. Next might come information about free blocks in the
file system, for example in the form of m_cmﬂimﬂ or a list of
pointers. This might be followed by the i-nodes, an wﬁm_% of data
structures, one per file, telling all about the file. After that might
come the root directory, which contains the top of the file-system

tree. Finally, the remainder of the disk contains all the other
directories and files. |

Entire disk

Figure 5.3: A possible Sile-system

layoy;
5.3.2 Implementing Files

The most important issue in imp| i
i . e .
keeping track of which disk blocks wcvstm_ﬁ”.m file Storage is
methods are used in different operating systems, o

fi :
m : d In Em_a. Various
will examine a few of them., Section, we
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u:ﬁmﬁcﬁm Allocation

21 €™
The S!

53 mplest allocation schermie is to store each file as a
n of disk blocks. Thus, on a disk with 1-KB blocks, a
%a._mﬁ e would be allocated 50 consecutive blocks. With 2-KB
. mo\wm . would be m.=onm8a 25 consecutive blocks. In the example
blocks: _rn first 40 a_mw. blocks are shown, starting with block 0 on
belows t nitiallys the disk was empty. Then a file A, of length four
ine left was written 10 disk starting at the beginning (block 0).
%n_&_ e six-block file, B, was written starting right after the end
After tha Note that each file begins at the start of a new block, so
of m#,m i A was really 3% blocks, some space is wasted at the end
file block. In the figure, a total of seven files are shown,
of the last apbin at the block following the end of the previous
Sha m.__mam s used just to make it easier to tell the files apart. Tt

rual significance in terms of storage.

ous T

one.
jias n0 €

vantages: : |
“ s Simplest allocation technique

Simple 1O implement; files can be accessed by
T knowing the first block of the file on the disk

Improves performance as the entire file can be read in
L] Y

one operation

Disadvantages: )

o File size may not be known in advance : B

. me._n fragmentation which can be partially solv
compaction

"

File A File G { 1z blocks)

Flle B 5 Frea blocks

D _a__&_ »r.. hav

(®)
Figure 5.4: (a) Contiguous allocatt
(b) The state of the disk after files

Saven o Al

¢ been removed.

ace for seven files.
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5.3.2.2 Linked list allocation

The second

jinked list of disk blocks. The first

pointe
contigu
No space
fragmentation
directory entry 10 T
The rest can be fo

r to the next on
ous allocation, V€

method for storin,

g files is to keep each g,
word of each block is E_.nm
e. The rest of the block is for data, y
ry disk block can be used in this m,
is lost to disk fragmentation (except for ing, -
i the last block). Also, it is sufficient m:_.é
merely store the disk address of the first _._u_of
und starting there. On the other hand, mEszgp
reading a file sequentially is straightforward, random mnnmmmﬁ
extremely slow. To get to block n, the operating system has to mgw
at the beginning and read the n — 1 blocks prior to it, one at a tip
Clearly, doing so many reads will be pai :
amount of data storage in a block is no longer a power of ty,
. cmnmc.mm the pointer takes up a few bytes. While not fatal, having,
peculiar size is less efficient because many programs read and
write in blocks whose size is a power .
bytes of each block occupied by a pointer to the next block, reads
m:, the .mc: block size require acquiring an
information from two disk blocks, which generates extra overhead

afully slow. Also,

of two. With the first few

d concatenating

&
%
)
z..&

pisa

. 53

: ?&Em it in

ub | Insights on Operating System

due to the copying.
Advantages:
File A
- J s ¥ - o
File File File Fi ;
5 ile File
Ewaw block block block _u_n,ar
1 2 3 4 7
Physical 4 g
block ’ g & o
File B
F z .
e | -| File File
Fil
Ewnx cﬁor U_Maw v_hwx
: 3
Physical 53 3 11
block 5
Figure 5.5: Linked list allocation
|I.Il|.lll\.\\.1\\

Only the address of the f
L]
directory entry st block appears in the

Every disk block can be used
No space is lost to disk fragmentation
No disk mﬂm—maoﬂsﬂ.sﬂ

dvantage:
, Random access is extremely slow
, Dataina block is not a power of
the link to next block) of 2 (to accommodate
23 Linked list allocation using an index

Both disadvantages of the linked-list allocation can be
d by taking the pointer word from each disk block and
a table in memory. In both figures, we have two files.
File A uses disk blocks 4,7, 2, 10, and 12, in that order, and file B
uses disk blocks 6, 3, 11, and 14, in that order. Using the table, we
art with block 4 and follow the chain all the way to the end.

¢liminate

can st !
The same can be done starting with block 6. Both chains are
rerminated with a special marker (e.g.~1) thatisnot a valid block

a table in main memory is called a FAT (File

Using this organization, the entire block 1s
s much easier.

number. Such

Allocation Table).
available for data. Furthermore, random access 1

Although the chain must still be followed to find 2 given offset
within the file, the chain is entirely in memory, SO it can be
followed without making any disk references. Like the previous
method, it is sufficient for the directory entry 0 keep 2 single

integer (the starting block number) and still be able 10 Eomﬁ all the
blocks, no matter how large the file is. The primary disadvantage
le must be in memory all the

of this method is that the entir® tab "
time to make it work. With 2 1-TB disk and 1-KB .c__onw size, d M
table needs 1 billion entries, 0n€ for each of the 1 billion &m.

. 3 bytes. For speed in

o 2.4 GB of main memory all the i
mﬂwsa is optimized for spac .
the FAT idea does not scale well to large
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5. OS file system and is still fully supported by all verg,
. . §yq

324
windows though. 'R’ Our last Eﬂ:o@ M o w.maw_:m track of which blocks belong t
. i1}

Advantages: 2, apich 5 0 mw " which I J €2t Sl & data structuge caleg gn i
. Memory contains a table pointing to each djgy bl ode (index-no i S the attributes ang gig addresses of
called a FAT (File Allocation Table). 5o _”ﬁ fle’s zoﬂwm. : ‘m_ﬂam example is depicted in Figyre below

o The entire block is available for data (solutiop of Given the Mnoaw.m_n _Mm ”ﬂﬂmw“m“ﬂn to find al] the blocks of the m__n.

pig adva € over linked ] : i
problem). The = that the i : €5 using an in-

) . . table is that the i-node need b

e Random access is easier because the chain must stjjj, | anBoQ ding file is open. If each rsnnws Bmaoﬂ only when the
followed to find without making any disk references be naﬂmmﬁohu o 1 St sy 1 o M» e ooacﬂwm n bytes and a

. . 3 ' maximt 3 : once, the total memo
o Large file can be access easily . , 1 ccupied bY the array holding the i-nodes for the open files is o:mw

Disadvantage:

n bytes- _On_% this EE_..__.H mm._mon Mnna be _.nmaﬁmm in advance. This
e The entire table must be in memory all the time to . | sy s usually far smaller than the space occupied by the file table
it wirks ake | Jescribed in the previous section. The reason is simple. The table

: ; o ding the linked list of all disk blocks is proportional in size

«  With a 20-GB disk and a 1-KB block size, the gy, | © /98, : .

needs 20 million entries, one for each of the 20 Mmﬂ” § 10 5«. disk fr. _:, o a“w_w rwww_.” s 9.« o Eﬂ% oo
disk blocks. Each entry. has to be a minimum of 3 byt f As disks ErOW =L el s _Em.&.; W Tt o
For speed in lookup, they should be 4 bytes. Thus, e | 002" thic, Eode; chae, Foquies. an; amy. 1n; meory e
table will take up 60 MB or 80 MB of main H.soaom‘_ all size is proportional fo the e E.E&ﬂ SR fice et may be
the time, depending on whether the system is optimized open at once. It does not matter if the disk is 100 GB, 1000 GB, or

for space or time. ~ 10,000 GB. One problem with i-nodes is that if .nmnv one has room
P! ; for a fixed number of disk addresses, what happens when a En
:ﬁﬁ grows beyond this limit? One solution is to reserve the last disk
_ w : address not for a data block, but instead for the address of 2 Eon_”
2 0 containing more-disk-block addresses. Even more advanced i”m 3
w 7 be two or more such blocks containing disk addresses or even dis
7 b ¢ . :
s sty blocks pointing to other disk blocks full of addresses.
8 e :
7 M File B u.B:m here >ﬂ<mb~mmmm" . s
. " inode need be in memory only when the corTesp
15 L file is open. : iy
| ' : : holding the 1
“w d_. i _ "« the total memory onncv.aa by the array :
5 : _ nodes for the open files is less:
14 1 — [ :
15 _ s FRIHS

Figure 5.6: Linked list allocation using a file allocation table i
: main.memory.
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File Attributes

Address of disk block 0 S—

[ daross of disk block 1 |———

Address of disk block2 . p——

Address of disk block 4 [

Address of disk block 5 e ——

ﬁ Address of disk block 3 —
h\
[

Address of disk block 6 —.

Address of disk block 7 e

Address of block of Pointers  |eie—p..

Disk block

containing

additional
disk addresses

" Figure 5.7: disk space allocation using Inodes

533 Implementing Directories

Before a file can be read, it must be opened. When a file is
opened, the operating system uses the path name supplied by the
user to locate the directory entry on the disk. The directory entry
provides the information needed to find the disk blocks. Depending
onthe system, this information may be the disk address of the
entire-file (with contiguous allocation), the number of the first
block (both linked-list schemes), or the number of the j-niode, In 2l
cases, the main function of the directory system is to map the
ASCII name of the file onto the information :nnm.mn, to locate the
data. A closely related issue is ‘where the attributes should be
stored. Every file system maintains various file attributes, such &
each file’s owner and creation time, and they must be stored
somewhere. One obvious possibility is to store them directly in the
directory entry.* Some systems do precisely that. In this simpl
design, a directory consists of a list of fixed-size entries, one P!
file, containing a (fixed-length) file name, a structure of the fil

|l|lll.ll\

, . 38 | Insights on Operating System

and one or more disk addresg

. €8 (up ¢ :
where the disk blocks are, Fo, (up to some maximum)

i - SYstems that use j-nod
[ling ibility for storing the attr: = , i-nodes,
te her ﬁomm_grq TN the attributes i in the i-nodes, rather

» the directory entry can be
Umber,

Two methods are used to keep the information of attributes
of the file:
N

o Store file name at directory ang attribute using pointer

-ust a file name and an i-node p,

Store at directory itself

@ @ Deta structure

. 1 . gini d-size entries
ioure 5.8: (a) A simple directory noEEa:ﬁ. fixe
_”W”wm disk addresses and attributes in the %.maoQ entry. (b) 4
: directory in which each entry just refers to an i-node.

534 Shared Files .
When several users are working together on 2 He.nam Mwﬂ
often need to share files. As a result, it is often convenien

in o di irectories
shared file to appéar simultaneously in different dire

E.
belonging to different users. Figure mvwém ﬂwnmm%mmww“ﬂoww =
only with one of C’s files now E.mmn& in one on,an L
well. The connection between B’S a:n.nsa_ an L domigue
called a link. The file system itself 15 nOW a

i tem be a
Graph, or DAG, rather than a tree. Having the file sys
DAG complicates maintenance.
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. Root directory

Shared file
Figure 5.9: File system containing a shared file

5.4. File System Management and Optimization

Making the file system work is one thing; making it work
efficiently and robustly in real life is something quite different, Iy
the following sections we will look at some of the issues involved
in managing disks. : .

541 Disk Management

ﬂcm_.:. ﬁnon

~ Files are normally stored on disk, so management of disk
space is a major concern to file-system designers. Two general
strategies are possible for storing an n byte file: n consecutive
bytes of disk space are allocated, or the file is split up into 2
number of (not necessarily) contiguous blocks. As we have seen,
storing a file as a contiguous sequence of bytes has the obvious
problem that if a file grows, it may have to be moved on the disk.
The same problem holds for segments in memory, except that
moving a segment in “memory is a relatively fast operation
compared to moving a file from one disk position to another. For

this reason, nearly all file systems chop files up into fixed-size
blocks that need not be adjacent. “

5.4.2 -File System Performance

Access to disk is much slower than access to memory
because of seek time and latency time (Rotational). Reading a 3%

==t

L
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word might take 10 nsec. Reqg; .
emory s cading from i
i eed at 100 MB/sec, which is four ties m#o“,”mwﬂ_.awww

this must be added 5-1¢
«d, but 1 ; msec to seek to t
s%m: wait for the desired sector to arrive under the awaﬂw Hnw
Disk performance can be increase using following oonnnu._“
Block Cache or Buffer Cache
Block Read Ahead

Reduce Disk Arm Motion

Block Cache

The most common technique used to reduce disk accesses is
{he block cache or buffer cache. Cache is a collection of
plocks that logically belong on the disk but are being kept in
memory for performance reasons. Various algorithms can be
used to manage the cache, but a common one is to check all
read requests to see if the needed block is in the cache.

Block Read Ahead

A second technique for improving perceived file-system
performance is to try to get blocks into the cache before they
are needed to increase the hit rate.

. Reduce Disk Arm motion .

Caching and read ahead are not the only ways 10 increase
file-system performance. Another important ﬁng_a.sn is to
reduce the amount of disk-arm motion by putiing blocks that
are likely to be accessed in sequence close to each MH_MaW
preferably in the same cylinder.- When an EWE E_“ o
iﬂ.&oz, the file system has t0 allocate the zon. o_ow::w
time, on demand. If the free blocks are RSM.%@ ina gocmm
and the whole bitmap is in main memory, it is M“Mq s
to choose a free block as close 8 mow.m_.a__m Mo ‘ .:u._m i
block. With a free list, part of which is on diS!

harder to allocate blocks ¢lose together.
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ode approach of file system implementyg;
its advantages and disadvantages. on "
Discuss various file allocation and access methods,
their advantages and disadvantages. aa_um;
What is file attribute? Write the differerice betweey,
fevel directory system and hierarchical directory ¢
Explain how OS manage free blocks of secondary st

Sing
Ystep,
. Tage,
In what ways is file system management similar tg v;
Ity

memory management? What are the advantageg
disadvantages of a contiguous file allocation scheme? E%&
file organization technique is most appropriate for A
storage? Why? o
What is file system layout? Explain how OS Emmmmh:
blocks of secondary storage. . %

Describe file allocation methods.
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In ﬂn—m:z.uﬂ_ to U—.chn____:m _m_nm,_._.mn.f__c
eSS spaces, m:.a files, an Operating syst
rer’s VO (Input/ Output) devices, |y

Z m i
catch interrupts, and han| ust issue commands to

: nn:o
ide an :._.._nnﬂ*.m_nn between the Gnr,mﬂam stid ﬂ.—mﬂw.w ”.ﬂ .M.__.__”..,_E also
St ol the system

is simple and easy 10 use. To the extent possible, the interf
» W€ Interiace

he same for all devi :
ould be t e evices w
g ce. All this is I/O management hich we call device

61 principles of I /O Hardware

e
~ pifferent people look at /O hardware in different

Electrical engineers look at it in terms of chips, wires ;Hm.
supplies; motors, and all the other physical noﬁvoumﬂ_ﬁw 9«%
comprise the hardware. Programmers look at the interface

vawsﬂma to the software—the commands the hardware accepts

ns
> such as processes,
also controls al] the

he functions it carries out, and the errors that can be reported back.
We are concerned with programming VO devices, not designing,
puilding, or maintaining them, so our interest is in how the

hardware is programmed, not how it works inside.

61.1 <O. Devices

1/O devices can be roughly divided into two categories:

. Block devices:

A block device is one that stores information in fixed-size
blocks, each one with its own address. Common block sizes

range from 512 to 65,536 bytes. All
one or more entire ﬁoonmmocﬁ_a bl
property of a block device is that i
write each block independently of
disks, Blu-ray discs, an
devices.

1/0 Management & Disk Scheduling

transfers are in units of
ocks. The essential
t is possible to read or
all the other ones. Hard
d USB sticks are common block

| 143

Scanned with CamScanner



Character devices: _
A character device delivers Of accepts a'stream of nymang
without regard to any block EEQ:E.. It is H.._E " aaamgﬁﬁ
sl 1008 have: My nmr operation. Printers, Nety, k
interfaces, mMice (for pointing), rats (for psycholog, ”;
experiments), and most other devices that are not &m_ﬂ-__.“.”

can be seen as character devices.

This classification scheme is not perfect. Some device 3
pot fit in. Clocks, for example, are not block addressape %
do they generate Of accept character streams. All ﬂrnw doi
cause interrupts at well-defined intervals. ZoEoQ-BwEg
screens do not fit' the model well either. Nor do toyy
screens, for that matter. Still, the model of block i
character devices is general enough that it can be used a5,
pasis for making some of the operating system softwer
dealing with /O device independent.

612 Device Controllers

1/O units often consist of a mechanical component and a
electronic component. It is possible to separate the two portions to
provide a more modular and general design.  The  electronic
component is called the device controller or adapter. On persond
computers, it often takes the form of a chip on the parent board ora
printed circuit card that can be inserted into a (PCle) expansion
slot. The mechanical component is the device itself. .

613 Memory-Mapped JJO
" Each controller has a few registers that are used for
communicating with the CPU, By writing into these registers, the
operating system can command the: device to deliver data, accep!
data, switch itself on or off, or otherwise perform some action: By
reading from these registers, the operating system can learn what
the .device’s state is, whether it is prepared to accept & neW
command, and so on. Each control register is assigned 2 unig
memory address to which no memory is assigned. This system
called memory-mapped I/0. In most systems, the assign®d
addresses are at or near the top of the address space.

|.|.|...I........\\
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Ji

pirect M

No matter whether a CPU does or does not have mem
ory-

it needs to address the device

m. The CPU nm.: request aﬁmﬁﬂﬁﬂ”ﬂﬁ Mxormﬂ”_ma
me, but doing so wastes the CPU’s : _MEE er

t scheme called DMA (Direct Memory Access) H M_w :

e detail of DMA is described in the sobsequent toric en

m.wqmr we :
iffere at ways PO can be done from the point of view of the

%szsm
Goals of YO Software

gystem.

621

Device jndependence

_ﬁsmﬁ it means is that we should be able to write programs
{hat can access any /O device without having to specify the
device in advance. For example: Read and Write from Disk,
CD-ROM without Eo&@wnm programs

Uniform naming

The name of 2 file or a device should m._.aua be a string Of

an integer and not depend on the aasmn in any way. .p_w
UNIX, all disks can be integrated in the En-m.ﬁw >
hierarchy in arbitrary ways so the user need not be aware oL,
which name corresponds 10 which device.

Error handling {0 the hardware 2

Errors should be handled as close e, it should Y

: i : : ers a real .
vn.mm&,.n. e counl Emnwﬂ.m. it cannot, then the device

to correct the error itself if it € i i
driver should handle it perhaps DY just 1S

““block again.

Synchronous read/wri CPU starts the

Most physical YO is @ the interrupt
transfer and goes off t0 dos
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arrives. Qmm_‘ programs are much easier to write if th
operations are Eo%:m.lmmﬂ a read m.wmﬁg ca|
program is mioam:om:w. suspended until .Eo dat.
available in the buffer. It is up to En. operating sygy
make operations that are actually interrupt-driven

blocking to the user programs.

€l
| the
a dre
€m "

Buffering .

Ofien data that come off a device cannot be stored &82; &
their final destination. So the data must be put into an Outpy
buffer in advance to decouple the rate at which the buffe; i
filled from the rate at which it is emptied, in order to avoig
buffer underruns. Buffering involves considerable copying
and often has a major impact on I/O performance

Sharable vs. dedicated devices

Some I/O devices, such as disks, can be used by many users.
at the same time. No problems are caused by multiple users
having open files on the same disk at the same time. Other
devices, such as printers, have to be dedicated to a single
user until that user is. finished. Then another user can have
the printer. Having two .or more users writing characters
intermixed at random fo the same page will definitely not
work. Introducing dedicated (unshared) devices also
introduces a variety of problems, such as deadlocks. Again,

.the operating system must be able to handle both shared-and
dedicated devices in a way that avoids problems.

6.2.2 1/O Handling Techniques |
6.2.2.1 Programmed I/O

In programmed V/O, the processor keeps on scanning
whether any device is ready for data transfer. If an /O device is
ready, the processor fully dedicates itself in transferring the datd
between /O and memory. It transfers data at a high rate, but it

can’t get involved in any other activity during data transfer. This i
the major drawback of programmed [/O :
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7 Eﬁ.ﬁﬁ?—u&dmﬁ I/O
rogrammed /O, the Processor hag tq v
ocessor; while waiting, must repeatedly exq
The P Jo m odule. As a result, the performance le
gtem 1S degraded.
In [nterrupt driven /O, whenever the devige i
it raises an inte RN B i
then it rat WETTUPL 10 processor. Processor
es executing 1ts ONgoing instruction and sayes its current
en switches to data transfer which Causes a delay, Here
r doesn’t keep scanning for peripherals ready for am:._
But it is fully involved in the data transfer proess.

ait a long time.
mine the status
vel of the entire

_Hmﬂwm.nﬂ. .
6223 Direct Memory Access

* nterrupt-driven VO, though more efficient than simple
mamaana 1/0, still requires the active involvement of the
cessor t0 transfer data between memory and an VO module, and
a transfer must traverse a path through the processor.

pro
pro

m:% n—m—. ’

When large volumes of data are to be moved, a more

efficient technique is required: direct memory access (DMA).
DMA is the method of data transfer which takes places between
10 devices and Memory without the involvement c.m PrOCESSOT.
The hardware unit that controls the activity of accessing memory
.n_.:mn% is called a DMA. controller. The DMA Samoza transfers
the data in three modes: Burst Mode, Cycle Stealing Mode and
: Transparent Mode. Below we have the diagram of DMA controller

that explains its working:

Processor

1/0 device

MRW
Memory

Figure 6.1: DMA controller data fransfer -

ent & Disk Scheduling \ 141
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) ts to transfer the daty

5 /O device wan ; to op
Eu%mﬁ“w sends the DMA request (DRQ)to ¢ aﬁ
anﬁmmwn DMA controller accepts this DRQ anq 4 My
con ;

fi Jock cycles by sending i ks the
CPU to hold for a ew C g it the Hoj

request (HLD)-
CPU receives the Hold request (HLD) from DMA cop,
and relinquishes the bus. and sends the
acknowledgement (HLDA) to DMA controller.

o:p.
I _uE

After receiving the Hold acknowledgement (HLDA), Digy
controller acknowledges /O device AU>O.~C that the i
transfer can be performed and DMA controller takes e
charge of the system bus and transfers the data to or fr,,
memory. (

When the data transfer is accomplished, the DMA raise 4,
interrupt to let know the processor that the task of da,
transfer is finished and the processor can take contro} ove
the bus again and start processing where it has left.

1/O software is typically organized in four layers, as shown n
Figure with description below. Each layer has a well-defined function
to perform and a well-defined interface to the adjacent layers. The
functionality and interfaces differ from system to system.

User-level I/O software

- Device-independent operating system software
Device drivers

Interrupt handlers’

Hardware
Figure 6.2: Layers of the I/O software system

1.  Interrupt Handlers

Whenever the interrupt occurs, then the interrupt E.o&%a

does whatever it has to in order to handle the interrupt.
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3.

pevice pDrivers

cally, device drivers is a device-g
rolling the input/output device tp
puter system.

: Basi
cont
com!
Uuinm..—:aawm_..nm:n Fc::OEE: Software
{n some of the input/output softw
other parts of 93 input/outp
E%wm:ansr

.?m Sk Uo_..iamQ. between the device-independent
goftware m:& 9.:.65 is device dependent, just because of
{hat some functions .%.w: could be done in a device-
m.nmovonama way sometime be done in the drivers, for
officiency or any other reasons.

pecific code just for
at are attached to the

are 1s device specific, and
Ut software are device-

Here are the list of some functions that are done in the
.moinm-maanﬁn:ana software:

. Uniform interfacing for device drivers
. Buffering
| . Error reporting
. Allocating and releasing dedicated devices
. Providing a device-independent block size

d. cmm_..mw_wa.o Input/Output Software

' Generally, most .0of the input/output software is within the
operating system (0S), and some ﬂ.:m.: part of : ﬁrmm
input/output software consists of libraries that are _swo
with"the user programs and even whole programs running

outside the kernel.

.

631 Interrupt mgﬁg
: rmines the cause of the ¥ >
‘The interrupt handler determines e restore, and

performs the necessary Eonammmnm_ performs 2 mﬁE il
Executes a return from msﬂn_‘ncnﬁ.mnm:cnmon 2 REHH:M the device
tecution state prior to the interrupt. We .m&_ o
“ontroller rajses an interrupt by asserting & N onﬁ hes it to the
fequest _m:nu the CPU catches the interrupt and a_mﬁw.n !
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and the handler clears the interrupt by g
ven /O is described in the gy

handler, . 2_:(,__5
Interrupt dri \

wma:@_ﬁ

_.mﬂn:._._ﬁ‘ﬂ I
the device:
topic-
632 Device Drivers
a0 deVL 7 affache( ﬁo.m n_.u:._m_hnn needs some %ﬁ?
specific code for n.o::c_::m it. ,_..Em, code, called the device drig
is generally written by the device’s manufacturer and delivey
along with the device. Since each operating system needs Oy
s O SEBoEw supply drivers for Sever|
popular operating systems. Device drivers are .wo::m:w Positiong
below the rest of the operating system, as 15 illustrated in fig,,

below.

633 Device-Independent /O Software

Although some of the I/O software is device specific, othe
parts of it are device independent. The exact boundary between the
drivers and the device-independent software is system (and device)
dependent, because some functions that could be done in a device-
independent way may actually be done in the drivers, for efficiency
or other reasons. The functions shown below. are typically denein
the device-independent software. :

Uniform interfacing for device drivers

Buffering

Error reporting

Allocating and releasing dedicated devices

Providing a device-independent block size

Figure 6.3: Functions of the device-independent 1/O softwaré.

The basic function of the device-independent software i ©
perform Gm 1/O functions that are common to all devices and ©
provide a uniform interface to the user-level software

o Uniform interfacing for device drivers

A major issue in an operating system is how to make all um
devices and drivers look more or less the same. One asP

|I.|\I.I\|\
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ta ] e is the interfa
f this jssue 1 ce .Om?cnﬁs. th 5
f the operatin ¢ device drivers and
the rest O p g System, an

( Figure (a) we —:cm.:mﬁ a situation i yw; al "
griver has a different interface to the operating mm_ﬂnr aﬂ.ﬁwﬂn
em. at

his means 1s that the driver functions available for th
[

11 differ from driv :
gystem toca . € to driver, It ;i
Hwﬁ the kernel functions that the driye, t might also mean

. : I needs ;
from driver to driver. Taken toget ds also differ

her, it
: it T means that
nterfacing each new driver requires 1686 Bew

ﬁmom_.maamsm effort. :

In contrast, in Figure (b), we show a different design i
which all drivers have the same interface. Now it cnnﬂﬁaﬂw
much easier to plug in a new driver, providing it conforms to
the driver interface. It also means that driver writers know
what is expected of them. In practice, not all devices are
absolutely identical, but usually there are only a small

. number of device types and even these are generally almost
the same.

U

SATA disk driver USE gisk driver SCSI sk driver  SATA disk drivet USB disk driver SCSI disk drtver
{a)

. ®)
~ Figure 6.4: (a) Without a standard driver interface. (b) Witha

standard driver interface.

ﬁeinmw of Andrew S. Tanenbaum, Herbert Bos; Modern Operating

Systems)

Buffering

Kemel /O Subsystem thaintains 2 me 4
as buffer that stores data while they 21 e an application
twao devices or between a device 4«,_..—..7

; : ; ed mismatch
Operation. Buffering is done to cope with 8 Spe

mory area known

ment & Disk mns_wn...___.__._m | 151
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between the producer and consumer of a da,
adapt between devices that have m_.m. crent data ¢

Error reporting
When error occurs, the operating m%ﬂni must hang
as best it can. Many errors are device specific and
handled by the appropriate driver, but the frap,
error handling is device independent.

m:.am

Mg
H.m.ﬂw %my. m_qu:
)

€ :;
U

:.Em_ _Ud

Soh.r ;—

One class of /O errors is programming errors, T},
when a process asks for something impossibe, such

writing to an input device (keyboard, scanner, Mouse gm.m
or reading from an output device (printer, Eonﬁ_ d

mmﬂ 0c o

S Gt o
Other errors are providing an invalid buffer addresg : M_M.F
parameter, and specifying an invalid device (o &%M

when the system has only two disks), and so on. The actiy
to take on these errors is straightforward: Just report back
error code to the caller. ...

Another class of errors is the class of actua] /O errors, fy |

example, trying to write a disk block that has been damagg

or trying to read from a camcorder that has been switchei|
off. In these circumstances, it is up to the driver to determix}
what to do. If the driver does not know what to do, it ms|

Pass the problem back up to %s.no-ﬂ.:a%n:noaﬁ software.

Allocating and releasing dedicated devices
Some devices, such as

Process at any given
System to examj

printers, can be used only by a singk

requy

anw_wnnm _M_..onnmmam to perform opens on the special files

Closi, Irectly, :,. the device is Unavailable, the open fails
Bsuch a dedicated device then releaseg jt

An .
ancw_mwaamsfo epproach is to have speciy] mechanisms
acquire mw “d releasing dedicated. devices, Ay prtempt !
fiilig s, €vice that is not available blogkg the caller jnstead
- Plocked processes are put on a queue, Sooner or 1t

782 It e i

Insights o, Operating System

1

_—

is clearly part of the I/O system.

TR

the requested device becomes available ang the s process on
the queue is allowed to acquire it and continye execution.

providing a device-independent block size

pifferent disks may have different sector sizes. It is up to the
device-independent software to hide this fact and provide a
uniform block size to higher layers, for e€xample, by treating
several sectors as a single logical block. [n this way, the
higher layers deal only with abstract devices that all use the
same logical block size, independent of the physical sector
size. Similarly, some character devices deliver their data one
byte at a time (e.g., mice), while others deliver theirs in

 larger units (e.g., Ethernet interfaces). These differences may
also be hidden.

634 User-Space I/O Software

Although most of the I/O software is within the operating
system, a small portion of it consists of libraries linked ﬁmmaﬂ
with user programs, and even whole programs running outside the
kernel. System calls, including the I/O system calls, are normally
made by library procedures. When a C program contains the call
the library procedure write might be linked with the program and
contained in the binary program present in memory at run time.
: . count = write(fd, buffer, nbytes);

ihrari oaded during program
mﬂﬁmﬁﬁﬂ%uﬂmﬂm w_n_ Mrmmn library wanomE.mm

~In other syst
execution, Either way,

is the spooling system. Spooling

Another important category dicated /O devices in a

i a way of dealing with d¢
multiprogramming system.

641 Disk Hardware m
Disks come in 8 variety ©

types. The most common ones are

ized by the fact that
ks ey are nu.ﬁmnﬂndmn : I
”ra hmmsnzn ._._E.ﬂ_. M_Mrﬁwn.mw mmmr which makes them suitable as
€ads and writes

ing file systems, etc.). Arrays of these
mnno_._.m_n:.u_.. SQEOQ Qmm ’ : = o
1/0 Management & Disk Scheduling |
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i rovide highly H.o:mgm
; etimes used to p : ! Storg
A_m_ﬁ.m uﬂmowc% programs, data, and movies, optica] digks £ h
a_m:%“.uawv are also important. mo:m-m.ﬁmﬂo m_.m_@ are Ena s
mna.c_E as they are fast and do not contain moving parts. 55
pop :

Magnetic Disks : : :

Magnetic disks are organized into oz_:aﬁm, cagh,
no:s_._a:mr as many tracks as there mqe. heads stackeq é:mg: _
The tracks are divided into sectors, with the numbe, of mmﬁaw_
around the circumference. The number of heads Varieg from :M
about 16.

Modern disks are divided into zones with more sectors
the outer zones than the inner ones. Figure (a) illustrates 5 tiny g
with two zones. The outer zone has 32 Sectors per track; the i
one has 16 sectors per track.

g

To hide the details of how many sectors each track hgs
modern disks have a virtual geometry that is presented
operating system. The software is instructed to act as thoug
are x cylinders, y heads, and z sectors per track. The control]
Temaps a request for (x, vy,
sector. A possible virtu.
(2) is shown in Figure
only the published

s Mog
to' the
h there

er they
z) onto the real cylinder, head, ay

al geometry for the physical disk of Figu
(b). In both cases the disk has 192 sector,
arrangement is different than the real one.

L . "‘
M -n—-“ ~ 2 15
X r - i

Al
5 5w v

Figure 6.5: (4) Physical geometry of a disk with twe zones. (b) 4
Possible virmyq) geomeltry for this disk.
(Courtesy of An

d : il
Systems) TéW S. Tanenbaum, Herbert Bos; Modern Operall®

RAID ﬁ_..mdm_ 2

the usé of disk arrays.

out of the seven RAID levels described

» only four are
ed: RAID levels 0, 1, 5, and 6.

ﬁoaao_.__% us
RAID Level 0
In this level, a striped array of disks is implemented. The
is broken down into blocks and the blocks are distributed
g disks. Each disk receives a block of data to write/read in
uaomm_ _= mnrm=nnm the speed and performance of the storage
MMMnM. .meq@ is no parity and backup in Level 0.

RAID Level 1 .
RAID 1 uses mirroring techniques. When data is sent to a

isks in the
RAID controller, it sends a copy of mms.s all the a_mw_wmm _”,ooﬁu
array. RAID level 1 is also called mirroring and prov

redundancy in case of a failure.

RAID ™
Controller

ine Hamming
: de using
Correction Co . ol 0. cack
RAID 2 records Error isks. Like level 0,
. : C t disks.
distance for its data, striped on differe te disk and ECC codes of

ara
data bit in a word is recorded S mnﬁﬂ set
the data words are stored on a di .mﬁmﬂ commer
Structure and high cost, RAID 2 is 0

disk. Due to its complex
cially available.
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RAID Level 3

RAID 3 stripes the data onto multiple disks, Th
generated for data word is stored on a differep; o Ay
technique makes it to overcome single disk failyreg digk, ;_L

; i

RAID Level 4

FE_.M_Q.W__mumnmazcnwomamﬁ H,wﬁﬂ. ;
et ‘Written
and then the parity is generated and stored on a &%nwwnuw% mw digl
G.Z%

that level 3 uses byte-level stripj
el ping, where
level striping. Both level 3 and leve] 4 pequro . ¢ C) 4 USes blog,

implement RAID, Tequire at least thre, disks g,

N disks consists of N + 2

It provides extremely high

Disk formatting is a process o confi

e to use for the first time. During ¢
ﬁ_mf._nn to = : g this mu:unna:_.ﬁ i
gata on the. device will be erased. The Szmmsmﬂwhw nMMMM.m
jvolves wiping allthe data on  storage device i g gy &
glid-state drive, or a flash drive before install ,a

; ing an oOperating
m%mﬂmn.—. b
Types of Disk Formatting
1. Low Level Formatting (Physical Formatting)
2. Logical Formatting (High Level F ormatting)
Low Level Formatting

Eure any data storage

 Before a disk can store data, it must be divided into sectors
that the disk controller can read and write. This process is
called low-level formatting, or physical formatting, Low-
level formatfting fills the disk with a special data structure for
each sector. The data structure for a sector typically consists
of a header, a data area (usually 512 bytes in size), and a
trailer. The header and trailer contain information used by
the disk controller, such as a sector number and an error-
correcting code (ECC).

Logical Formatting
To use a disk to hold files, the OS still needs to record its
own data structures on the disk. It does so in two steps.

The first step is to partition the disk into one or more groups
of cylinders. After partitioning, the mnnoma step is _cw_nmm_
formatting (or creation of @ file system). In this mﬁ_“w EM ._n._n
stores the initial file-system mam.mq:n:._m.n%m oa:m m_”oohwom
These data structures mav Eﬂ_ﬁ.mn.ﬂ%m S % mus

‘'space (a FAT orinot © ! initial empty directory:
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643 Disk ARM Scheduling

Disk scheduling is a technique used by the ¢
to schedule multiple requests for accessing the &mw.vﬂmﬂmzm ff

The time required to read or write a disk block ;
by 3 factors: i aaa_.s_
5&

*  Seek time: The time to move the arm to the pr
Oper ¢

«  Rotational delay: The time for the Wing,,
under the head. PIOPer sector ¢, ag_
ke

>aw=w_ n“.?_ _EE?_.:.ERU_.% mn.:oa:::mm_
used to reduce the t i =
e total seek time of any request, & 5

Several algorithms exist to
. schedule the
requests. Following are the scheduling m_molarwm..c

1. First-in, First-out ﬁ...:uov

The simplest form of schedulin
scheduling, which processes

Sequential order. This strategy
fair, because €Very request is h
honored in the order aom?&.

_.nmnm of digk 1

g is first-in-first-oyt (FIFQ
items from the queue _h
has the advantage of being

ono._d_a‘ and the requests g

Shortest Seek Time First (SSTF)

The mro:nﬂ.mn_.s.nn..mao-w:ﬂ

disk IO request that re, (SSTEF) policy is toselect the

ui
am from jtg current - .:..nm e least movement of K
e mommoﬁcon. It reduces the total seek time

S, Ioﬁmﬂmn there is an overhead of

finding out the closest request

Wm_mqmuon Algorithm (SCAN)
CAN algorithm s 4]

bec ¥

2 Mﬂmn it operateg much
» the arm g requi

Jﬂoﬁz as the elevator algorithm
€ way an elevator does. With

until ; ﬂ@& . ..
Ml it reaches (e |, to move in one direction only
St track in that direction or until there

are no mory
€ re - :
Other eng, head M:aﬂm E.nrmn direction. After reaching the
Starting end e reverses its direction and move towards the
Tvicing all the request in between il

158 | Ingi s
| nsights on Ouwz_:.:m System

_an:_._mn glevator (Circular SCAN, C-SCAN)

circulal SCAN algorithm is an improved vérsion of the
SCAN algorithm. The C-SCAN (circular SCAN) policy
restricts scanning to one direction only. Thus, when the last
rack has been VISt ted in one direction, the arm s returned to
A pposite m:@ of the disk and the scan begins again. This
reduces the maximum delay experienced by new Encnwm‘

a Disk-Scheduling Algorithm

N

gelecting
gSTF common, natural appeal

GCAN and C-SCAN perform better if heavy load on disk
performance depends on number and types of requests

Requests  for disk service influenced by file-allocation

method
Disk-scheduling should be separate module of OS, allowing
replacement with different algorithm if necessary

644 Error-Handling

tors are those sectors that do not correctly read back
hem. If the defect is very small, say, only
ad sector and just let the ECC
fect is bigger, the error

Bad sec
the value just written to t
a few bits, it is possible to use the b
correct the errors every time. If the de
cannot be masked.

There are two general approaches to bad

them in the controller or deal with them in the operati

blocks: deal with
ng system.

645 Stable Storage

Stable storage is a classificatio
technology that guarantees atomicity for any
For some applications, it 18 essential that data
corrupted, even in the face of disk and CPU emo
against some hardware and power failures.

: identical di
Stable storage uses f identic

- o form one €
corresponding blocks workin ing blocks on both
block, In the absence of €rrors,

n of computer data storage
given write operation.
never be lost of
rs. It is robust

G sks with the
m:.._:. _free
g together t oy

the corre spon
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L ieve this goal, the .
drives are the same. To achi g wo:ossm 5
operations are defined: X

1.  Stable writes:

A stable write consists of first writing the bloc) on g
then reading it back to verify that it was Written nczmwg I
it was not, the write and reread are done again upto M_V, Ii
until they work. Ingy
2. Stablereads:
A stabfe read first reads the block from drive 1. If this y;
an incorrect ECC, the read is tried again, ur Yielgg

p H.O n z.gm.m. :_m__

of these give bad ECCs, the corresponding block iS 10y

from drive 2.

3. Crash recovery:

. IS overwritten with th
corresponding good block. If 5 pair of blocks are both moom
but different, the block from drive 1 mmﬁizouon.ﬁc&éu.

ANSWERS TO SOME IMPORTANT QUESTIONS

L

Mﬂﬂﬂmmn w disk queue with requests for I/0 to blocks on
g__aawm w._ 183, 41, 122, 14, 124, 65, 67. The FCES
cylinder E_E%oc .._%.E > used. The head is initially at
to 199. Fing Eq 3. The eylinders are numbered from 0
¢ylinders) _.__n__:.m a::um ‘head _movement (in number of
Solution; €d while servicing these requests.

160 i
| Insights on Ou_mqmz:u System

al head movements incurred while servicing these
To

requests :

(98 —53) + (183 = 98) + (183 - 41y + (122 - 41) + (122
- _14)+ (124 - 14) + (124 -65) + (67— 65)
 45+85+142+81+108+110+59+2

- Consider a disk system with 100 cylinders. The requests

iy to access the cylinders occur in following sequence-

4.34,10,7,19,73, 2,15,6,20 .
. %mm_.::m:m that the _._nmn is currently at cylinder 50, what
is the time taken to satisfy all requests if it takes 1 ms to
move from one cylinder to adjacent one and shortest seek

time first policy is used?

Solution:

&
v

. ici these
Total h mm movements incurred while servicing
0 e .

 requests . +(19- 15)+ (15-10)
3 = 4-20)+(20-19) D
_mmswwﬁs _6)+(6-H+@-D*

+ 71
= 16+14+1+4+5+3+] +2+2
Zni: — 1 msec. So,
Time taken for one head EcdnEMH”m
Time taken for'119 head Boﬁa
=119 x | msec . .
=119 msec

isk Scheduling | 161
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Consider a disk queue with requests for 1/0 ¢
cylinders 98, 183, 41, 122, 14, 124, 65, 7, Th
scheduling algorithm is used. The head jg ::M. Sc
cylinder number 53 moving towards larger iaj]
numbers on its servicing pass. The ey
numbered from 0 to 199. Find. the total heg
(in number of cylinders) incurred while ge
requests.
Solution:

[l L
¥ T T T t i

0 14 41 53 65 67

3. o by

::ao-.w

:.._.nm-_n

o
o -+
-
et
N
g
e
= .

Total head . i %5
requests il mEmEm, incuired s&:m servicing these
T oD+ (67-65)+ (98— 67) + (122 — 08) + (124

EVT:& —124) + (199 — 183) +(199 — 41) + (41 -

= _N+~+E+ma+~+mw+3+am+mq
=331
>_83m:<ac\ we can

also calculate .
Movements as follows:  ° the total head

Total heag movements
requests

(199~ 53) + (199 — 14)
. 146 + 185

331

Incurred while servicing these

e LS

n

T T T T S e e o=
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O¢ —nz "

AN
M

a
. Eoemaﬁ_“

52__

sider a disk queue with re

quests f,

4 nﬂ___amnm 98, 183, 41, 122, 14, 124, mmo..mwo,ﬁﬂ. blocks on
cy duling algorithm is used, The heas -+ m.n..mn\#z
sche : ¢ head is initially at

jinder number 53 moving gy 4 lar o
nﬂacﬁ.m on its servicing Pass. The nn_”_.ﬁ. cylinder
==B_un~.nn_ from 0 to 199, Find the tota] __awn_an_m: are
s number of cylinders) incurreq whil movement
i ests : ¢ servicing these
requests:

[ution- A

_.m.a wl.ullﬂ_h||.h‘ 2 85 &

Total head Eoéﬂ_sn:ﬁm incurred while servicing these

e (122-98)+ (124

= " (65-53)+(67—-65) +(98-67)+ -98) + -

122) + (183 — 124) + (199 - 183) + (199-0)+ (14-0)
+(41-14)

= 12+2+31 +24+2459+16+199+14+27

= 386 ° .

Alternatively, : . F

Total head movements incurred while servicng these
_requests . :

= (199 —53)+(199-0)+(41-0)

= 146+199+41

= 386 » oving head disk has 200

. mE:“..omm that the head of am rving the request at

—

ently s€ .
: n.“_m“wm.‘._ a request at track 125.

tracks numbers 0-199, i ~
t in FIFO order 86, 147, 91,

track 143 and has just m.
The queue of requests is KeP
177, 94, 150, 102, 175, 130.

isk Scheduling | 163
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i f head moven,
What is the total number o. . .m:Q e
satisfy :.wmm requests for the mczoism disk mo_.M“Mw :
algorithm? %
_ﬂnwm S, SSTF, SCAN, LOOK, C-SCAN. §

Solution: o
FIFO (FCFS) scheduling algorithm
Here the head is move in the order
143—86—147— 91— 177— 94—150—102—
T Starting head position
= [86-143] + [147-86] + [91-147) + 177.9

1755 13

= 565 cylinders

Average head movements =565/9=62.77 cylinders
SSTF scheduling algorithm

The head will move in the following order

H * HOA..:J_ r
1150-94] + [102-150] + [175-102) + 130175, i

1435147150 —130 102,
T Starting head position :
Total number of head movement is:
= 1471434 150.147) 4
+191-94] + 186-91| + |17
4+3 +No+mm+m+u
162 cylinder

[130-150] + 102-13¢
5-86]+ (1751 77|
+5+80 + M

| +194-10y -

Average wnma,aoéaga 162

~ 9 = 18cylinders
SCAN Schedulip :

g Algorithp,

/

El&ﬁlvGoliqmlqul_woioim

b

e head movements = gqq_
Averag e e 9=18.77 cylinders
rOON Scheduling gorithm . >
' The head is move in order

143 14721505175 177 |

30> 107
T Starting head positiop “2 %591, 86
Total number of head movemenys jg.
= |147-147 | + |150-147) + [175-150; +
177) +1102-130] + [94-1 3 4 _f-ﬂ_ +___mw.m_w_ +]130-
e [0 owznn_m,_.m

Average head movements =125/9=
C-SCAN Scheduling Algorithm
The head is move in order

13.88 Cylinders

6591594102139
T Starting head position

Total number of head movements are;

|147-147 | + |150-147] + [175.150, + 1177-175] + [199.9)
+10-86| + [91-86| + 94-91| + [102-94] + [130-102|
385 cylinders

Il

e 385
Average head movements = 79 = 18.77 cylinders
Suppose the disk requests comes in the order of request
as: 82, 170, 43, 160, 24, 16, 190 and current position of
Read/write head is 50. If a seek takes 6 m sec/cylinder,
How much seek and seek time is needed for: FCFS,

SSTF, SCAN and C-LOOK disk arm scheduling

algorithm, . [2078 Baishakh]

Solution:

O ?—.oswaoa of disk head is as follows:
1. FCFS§ :

50— 82— 170 — 43 - 160 — 24— 16 > 190
i

<. Total head movement is given by:

1/0 Management & Disk Scheduling | 165
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umo_ommv.lmma :8+Quc5 Amu.r
Memo t0 24) + (24 to 16) + (16 to 190) 431 I

+[170 - 82| +[170 - 43| + |160 _

= -50
wmw.a_i_wut_m_i_mlﬂog 3?_5_

= 682 cylinders

. Average head movement 2l =974 o

o g il 42 o.ﬁsgna
SSTF ;
505435245 16— 82— 160 —»170 — 19
T :
Starting head position .

. Total head movement is given by:

= (50t043)+431024)+ (24 to 16) + (16 to 89 » .
to 160) + (160 to 170) + (170 to GSA 2R
= |S0-43)+ |43 — 24| + 24 — 16| + |16 —
160] + 160~ 170] + [170 — 190] e
= 218 _
SCAN

082160 170 — 190 — 43 — 24 5 16

. Total head movement:

= (50t082) + (82 10 16 :
0) + (160
190) + (43 t0 24) + (24 :w H@ﬁ to 170) + (170 to

= 150~ | ;
821 + 182 — 160} + 160 — 170] + 50 — 190] + 43

INL__.T_ML.I :m_
= 287
C-Look
50— 82 16

O A
1 =170 190 16— 24— 43
. _,MME Mmﬁ Movement;
~ 82| + '

190 — L_ +_w~aa;w%_ *+ 1160 — 170] + [170 — 190/ +

= 33 24[+24 - 43|

n a B:_:ﬁ.qomu.maﬂw:m system, seye
s for a finite number of resources,
souICeS: if the resources are not available at
eters @ waiting state. Sometimes, this wai

1l processes may
A process requests
that time, the process

: Ng process will pe
get the resources it has requested because the resoyrces are rnaﬁq
b

%ﬁmi aiting processes. This mzz.mzo: is called deadlock

~ In short, deadlock is a situation where a set of processes are
plocked because each process is holding a resource and waiting for
another resource acquired by some other process.

Resource 1

Resource 2

As illustrated in the diagram, process 1 is holding resource 1
and waiting for resource 2. Resource 2 has been mmm_muna.s
 Process 2, and.process 2 is waiting for resource 1. At this point,
both Processes are blocked and the condition is called a deadlock.
Let’s have a clear insight of deadlock considering the
a__o_,i:m scenario.
vqwonmm 1 is assigned the printer
Printing one file,
Process 2 is assigned the tape drive an
feading one file.

. Deadlock | 167
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| tries to use the tape drive, but is tolq . -
.  Process the tape drive. g
process 2 releases . |
2 tries to use the printer, but is told ¢, i
. Process npil .
process 1 releases the p
This results in @ deadlock.
Deadlock may involve reusable resources or nozmcamg
o
resources.

Reusable resource: A reusable resource is one thy
depleted or destroyed by use. Examp le: VO channel, 5
of memory _ ;
Consumable resource: A consumable resource is one fy
is destroyed when it is acquired by a process, Examp,
messages and information in I/O buffers *

i§ Nt
Tegiop

A resource can be a hardware or a software. There are two
types of resources: _
«  Preemptable resource: A preemptable resource is one that
can be taken away from the process owning it with no j|
effects. Example: Memory. - . e

*  Non-preemptable resource: A non-preemptable resource is
one that cannot be taken away from the process owning it
without potentially causing failure. Example: CD

Conditions for Deadlock

._.%nnca.sm to Coffman et al, (1971), the following four
conditions must hold for deadlock: _

L. Mutug] exclusion:
Tesource must be in
atatime can use th
Tesource, then the
the resource has be

This condition says that at least one
non-sharable mode i.e., only one process
€ resource. If another process requests the

requesting process must be delayed unti
en released, e

Printer i ap exam
One process at 5 ti
2. Hold apg .
rcEEm_ a
Tesource ¢

ple of a resource that can be used by only
me, _

Wait: This condition says that a process must be
t least ope resource and waiting for anoth®f
urrently held by some other process.

_ .
ghts on o__.mazsn System

D

ption: This condition 8ays that

the resources can’
; scan't
ted once the process is assigned the resources

s resources only

20 ﬁ—.nﬁa
be ﬁﬂﬂnaﬁ
b is, the process must releage

ot arily after it has completed its task
vo

circular wait: This condition says that the
SFproce sses such that each member of the chain is Wwaiting for a
esource held by the next member cm the chain, That is, there
must exist a set (Po, Pi,...., Py) o?«m_::.m Processes such that p,
is waiting for a resource held by P, P, is waiting for a resource

held by P2, -+ P is waiting for a resource helqd by P,, and P,
is waiting for a resource held by Py,

T must be a chain

All four of these conditions must be present for a %.m&onw
to occur. If one of them is absent, deadlock is not possible.

12

Deadlock Handling Strategies -

dea

In ‘general, four strategies are used for dealing with
dlock:

1. Deadlock ignorance

2. Deadlock detection and recovery

3. Deadlock avoidance

4. Deadlock prevention

721  Deadlock Ignorance =~ _————

Poblems on the basis that they may be Ve
[0 stick one's head in the sand and prete’

1

th

S . oblem. .
It simply means to ignore the pr f ignoring potential

z 0
The ostrich algorithm is @ Strategy rare. It is defined as

«d there is n0 problem". 1t

to oceur
; , the problem
Used when it is more cost-effective to allow the P

an tg altempt its prevention.
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In this technique,
deadlocks from occurring: Instead, it lets them oceur, trieg

when this happens, and then takes some necessary g

recover.
A deadlock i

vwn«.q___

0 dey,

a:_o: "
]

s described in terms of a directed graph
as a resource allocation graph (R4 G). If every resource
single instances, then We define a RAG graph to detect amwm ol
When we have multiple instances of a resource type the &%w
graph is not applicable. This graph consists of two sets: N Rag
a set of vertices, V
The set of vertices is further divided into two categyy

j } Ow_nwv

nmznn

namely
a. the set of all the active processes in the i
: system i
,:u_. Wm. sesey .m.:v o5 P
b. the set of all different types of r i
esource =
SO | s Le, R=(R,

ii.  asetofedges, E

d._nmﬂom&mammm?n:ma?mmnn_mﬂo.ﬁioaﬁam:mEn_
a. arequest edge : , d

A di ,
is MH_MMM& edge from the process P; to resource type R
e Ewﬂ ._.._w__wzma edge, and is denoted by P—R; I
r i : :
resource type j. process is requesting one unit of t.
b an allocation edge/held edge

A &qonﬁ

is o»:nﬁ_nwaw..w@ mm.:.. the resource type R; to process P
means that onan_“”w”aa mmmm. and is denoted by Ri—P; I
i. it of i” resource is held by the process

Requests

Held by _
Ra
(2) Resource s requested

Fi igure 7.1; Request ¢ deeia)'s (b) Resource is held

nd allocation edge (b)

170 | Insi
ghts o
n Oumsn_sm System SR

n the above graph, a process is represented by a circl
circle, each

' oe 18 represented Dy a rectangle. The sets p R, and E
3 an are

iven 25
m ﬁ“ Aﬂw_.. .mvu. Wuw

R= ﬁ,mﬂ__u Ro, Wuw

and E= (Pi—Ry, Ri=P2, ProRy, Ro—Py, iRy

The number of dots inside the rectangle represent the
or of instances of the resource type, that is, 1-dot means that
s one instance of that resource, 2-dots means that there are
ces of that resource.

qumb
there 1
two instan

If RAG contains one or more cycles, a deadlock exists. Any

that is part of a cycle is deadlocked. If no cycles exist, the
is not deadlocked. For. example: the following graph shows
deadlock. There is a single instance of resources Ra and Rb.
process P1- holds Rb and requests Ra, while P2 holds Ra but
requests Rb. Here RAG contains a complete cycle and hence
occurs deadlock where process P1 and P2 are deadlocked.

m_ﬂonmmm
u%m—._ma

It is simple to dete %&..Eogmw@m by smﬂmw
spection from a simple graph or use 1n actual &Mﬁﬂwﬁm
ﬂnng a formal algorithm for detectin ks. Many @180

or detecting cycles in directed graphs art

ct the deadlo

1N

\

peadlock
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When there are multiple instances of certain reg
hod is needed to detect deadlock, that jg
m. The algorithm is as follows:

chnom
different met > a sm:m
based algorith

A request matrix Q is defined such that Q represe
number of resources of type j requested by process i, The al
proceeds by marking processes that are not part of g dea
set. Initially, all processes are unmarked. Then the follow;

X

moz_;a
n:oo_a y

ng sto
are performed: Ps

1. Mark each process that has a row in the Allocatjop ma

all zeros. A process that has no allocated resources
participate in a deadlock.

tri o
Cangg

Initialize a temporary vector W to equal the A

Vailgh|e
vector.

Find an index i such that process i is currently unmarked gy
the i% row of Q is less than or cqual to W. That s Qu A__r

Wi, for 1<= k <= m. If no such row is found, termin
algorithm.

. If such a row is found, mark process i and add ¢,
corresponding row of the allocation matrix to W. That js set
Wi=W,+ Agforl <=k<=m, Return to step 3. _

ate the

proces

comesponds to the set of deadlocks process

Resource vector

Rl R2 R3 R4 RS

Available vector

detection

3

cetW=(00001).

The request of process P3 is less

dn g
Mumﬂamm:_cuéL,Boowovnﬁ re

qual to W

1).

o -
m_moa:.:.: concludes with P and p)

unm T
these processes are deadlocked. arked, indicating

221 Recovery from Deadlock

2 when the deadlock is detected by the
2 sssible methods of recovery from deadlocks
1. Process termination

7

System, there gre two
- They are:

2. Resource preemption
Process Termination

This method can be implemented by one of the follow
two ways:

i. By aborting all deadlocked processes.

ii. By aborting one process at a time until the deadlock
_cycle is eliminated.

ing

It may not be easy to abort a process. If the process is in the
midst of updating a file, then terminating it will leave that
file in an incorrect state. If the process is in the midst of
printing data on a printer, the system must reset the printer to
a correct state before printing the next job.
If we employ partial termination method, then we must
decide which deadlock process (or processes) should .mo
terminated. The factors that should be taken into account in
making decision are:
*  What the priority of the process is

How long the process has computed

How many resources have been used

What types of resource have been used

How many more resources the process needs -

Whether the process is interactive or batch

Deadlock | 173
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2.

Resource Preemption :

his method, we successively preempt Aw:mHnE

In thi es from one or more of the deadlocked Proces, mosn

.&%Emé these resources to other proces

hwmu_ow» cycle is broken. For .nﬂnm_:ﬁ:.o: of
need to consider three different issyes:

C3
o
ses Ungj) gﬁ_
feSOurce, sﬂ
* W

i. Selecting a victim
Victim is that process which is selected for Preemy
The selection is based on qaozog:m Parameters. lop
» the cost .

 the time, resources associated with

how much time g l
completion

* the number of Tesources a process ig
holding and how much it requires more
Rollback . .

When a resource is preempted from g Process,
Process cannot continue with its normal execution, 4
this stage, such process must be roll back to some safs
state and restart it from that state. But since it is difficy
“to determine what a safe state is, the simplest solution i
a total rollback. Total ro]lback means abort the proges
and then restart it. .

Starvation ) ;

a procesg
eft for the Process f,, it

ncngé

starvation. System must take care. that the resources
must not be preempted always from the same process
otherwise such victim process will require to wait for

long time for completing its execution and so will starve
to death. or

723  Deadlock bqom.&.:nm

cess initiation denial
pro

_. ot mﬂmnmnaogmm%:m demangg mj

W.T—. _Gm.& to Qnm—n:o.u—h.
ource allocation denia]
Res

i Do not grant an incremental resoyp, Tequest to a progegs if
his allocation might lead to deadlock
; :

peadlock avoidance algorithm dynam;

Namically €Xamines the
ocation state to ensure that 5 Circy]

ce all : . 1T wait congition can
e exist. The resource-allocation state i defined by the number
gever ilable and allocated resources ang the MaXimum demands of
n?ewoommmnm. The following are the Tequirements of deadlock
the P : ;
.wqcmﬁmﬂnﬂ. X
- The maximum resource requirement must be stated in
1.
advance.

The processes under consideration myst be

independent,
There are no synchronization requirements.

There must be a fixed number of resources to allocate,
3.

4, No process may exist till it releases the Tesources it is
" holding. | |
- Normally, deadlock avoidance checks that after allocating
resources, will the system be in a safe state of not.

Safe and Unsafe State .

A system is in safe state only if Em.ﬂ exists a safe mBmgH.
A sequence of processes <P1, P2,...,Pn> is a safe sequence for .w_
current allocation state if for each Pi, the ﬂnmomamm that Pi can m”_ w
fequest can be satisfied by the currently available resources p
the resources held by al the Pj such j<i.

rersely a
A safe state is not a deadlocked state and conversely
“deadlocked state is an unsafe state.

The Banker’s Algorithm TR

The banker’s al gorithm is a resource m:.onwwmw i
voidance g] gorithm proposed by E. Dijkstra J E_E.& maximum
Safety by Simulating the allocation for predete “s-state” check to
Possibe amounts of all resources, then makes an s

TS Deadlock | 175
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test for possible deadlock conditions for all other _
activities, before deciding whether allocation should be ﬂ_zcsf;_w
continue, 0y

Banker’s algorithm is named so because it is used i, -
system to check whether loan can be sanctioned to a persop, o
Suppose there are n number of account holders in a bank m_.agﬁ.
total sum of their money is S. If a person applies for 3 loan thep the
bank first subtracts the loan amount from the total money ah_a
has and if the remaining amount is greater than § then oz_f_”w
loan is sanctioned. It is done because if all the account py

- d
come to withdraw their money then the bank can easily do j; =

iy

In other words, the bank would never allocate its Money
such a way that it can no longer satisfy' the needs of all
customers. If the customer’s request does ot cause the bapy "
leave a safe state, the cash will be allocated, otherwis, the
Customer must wait until some other customer deposits enough,

Let ‘0’ be the number of processes in the system ang © m’' be
the number of resources types. The data structure used in Banker’s
algorithm is shown below: |

1. Available:

It is a i-d array of size ‘m’ indicating the number of
available resources of each type.

Available[ j ] = k means there are ‘k’ instances of resource
type Rj ;
Max:

It is a 2-d array of size ‘n*m’ that defines the maximum
demand of each process in a system,

Max[i, j] = k means process Pi may request at most ‘k
instances of resource type Rj.

Allocation:
It is a 2-d array of sjze ‘n*m’ that defines the number of
resources of each type current] y allocated to each process.

Allocation[i, j] = k means process P, is currently allocated
‘k’ instances of resource type R;

176 | Insights on Operating System

anmu 4
.. g 2-d array of size ‘n*py tha

It hwmn ce need of each process,

€

s od [i,J1= k means process P; curr
m b

azﬁ resource type R;

s Need [i, j]=Max [i, j] - Allocation i,j]
anker’s algorithm  consists of Sa.

Wmmo urce request algorithm,

Uindicates the remaining

ently need <k instances

fety  algorithm and

oty Al
m&mﬁdm algorithm for finding out whether orn

- . otasystemisin a
tate can be described as follows:
s

safe

¢t Work and Finish be vectors of length ‘m’ ang ‘0’ respectively,
3 ; \

Initialize:
Work = Available
Finish[i] = false; fori=1,2,3,4...n

1.

Find an i such that both

a. E:mer.H false

b. Needi <= Work

ifno such i exists goto step (4)

Work = Work + Allocationli]

Finish[i] = true

goto step (2) .

if Finish [i] = true for all i

then the system is in a safe state .

This algorithm takes O(m x n’) operations to decide é_._ﬁr.ﬂ
a state is safe.

noma.._:.n?_ﬂmm:mm_n Algorithm: gz

Now the next algorithm is a resource-request algorithm 2

it S safel
" 15 mainly used to determine whether requests can be safely

[\%

[
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est, be the request array for process p, g, is condition i “spooling™. But ip general, we car
Let xr.:c;..,h _3 wants k instances of resource type xnznw,__ i %cEE.nxn_:m_o: condition becayge some o can’t deny
= k mean® aﬂmwﬂ_”ﬂnm is made by process Py, the follgy:. Ernf aoa_._wnmv_n (e.g., printer). sources  are
ot for re . 1 M:a‘:: ating the hold-and-wait condition
{f we can prevent processes that hold Tesources from waitin
for mOTe resources, we can Prevent deadlocks. Todsu g
- Eomn: that can be used is to assign 5 proce e

,,. .. . mm
process has exceeded its maximum claim, " PR g b s with all the
< AvALIAE gired resources efore the execution st

2. If Request; <= Avallable req ans.  Another

i llow a process to
) : | roach is to 2 Tequest resources o
Goto step (3); otherwise, Pi must wait, since the ye, wﬂﬂmm released the resources it has. The &s%gﬂw %mﬂ
a1 Wi . 1 ¥ i €5 0
are not available. Feeg poth approaches are: low resource utilization and ﬂomw_.o.__:w

reque
are taken:

. IfRequesti <= Need

Goto step (2) ; otherwise, raise an error condition

Have the system Em.ﬂn:m to have allocated the re,
resources to process Pi _uw.an_. fying the state as mo:omwmmg pliminating the no-preemption condition
Available = Available — Request; ; . [n order to eliminate. this condition, resources myst b
p _.nnaﬂﬂna mﬁa .ﬁ:n process when resources are required GM
other high ﬁzod“w processes. This is ﬂoﬂ a good method at
iy X K 5% : if we take a resource away which is bej

R E.n, resulting resource-allocation is safe, then the : M_mmmﬂwnm? then all the work érwoﬂ it :Mmr%%nmw:_.mhwﬂmn”w
transaction 1s completed and process, P; is allocated its .

H if : . resources, " pecome inconsistent. For example, consider a printer which
owever, if the new state is unsafe then P, must wait for Request is being used by a process. If a printer is snatched from that

and the old resource allocation state is restored. process and assigned to some other process, then all the data
which has been printed. can become inconsistent and
: S ; ineffective, and also the fact that the process can’t start
7.24 Deadlock Prevention : ' Drinting again from where it has left causes performance
inefficiency. So, this method cannot generally be applied to
resources like printers and tape drivers. This method is
applied to resources whose state can be _nmmE saved and
restored later such as CPU registers and memory space.

Allocation; = Allocation; + Request;
Need; = Need;— Request;

This algorithm is known as Banker’s m_moag._. ;

Havender in 1968 suggested that if at least one of the
conditions required for deadlock is violated, then amm%eow will not
occur. There are different strategies that can be adopted for

- violating these cenditions which are explained as follows:

1.  Eliminating the mutual-exclusion condition Eliminating the circular wait condition

Mutual exclusion means a resource can never be used by

more than one process simultaneously. If a resource could be numbering of resources. With this way, the processes can
used by more than one process,at the same. time, then the

. i ests
Id have t it f¢ ource, and ther¢ Iolest resuiinyes Whencver (hey qBM:ﬁ ME m:nmnﬂmz;

nrocess would never have to wait for any res : . ical order. roc

ol deadlock. So, if we nmw violate resources Sl be made in the numerice ith mﬁ.m rule, the

will:be < no"deadlock:’ B, 4 the request for a lesser priority resource. With this Tic,

behaving in the mutually exclusive manner, then i s it b can never have a cycle.

deadlock can be prevented. One approach usedto vioid ¢ allocation graph ¢

This condition can be prevented by providing 2 global

: | oc
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Process A ang
B holg
reésource ; ang

j J qmmvnamg_w_

Ifi>j A is not allowed to request j and if j>1 B ig noy allo

. Weg
to request 1. ’ _
Consider, for example, the numerically ordered Tesources. 4
shown below.
1. Floppy drive 2. Printer
3. Plotter 4. Tape drive
5. CDdrive _ . .

For the above case, a process may request first a printer apg

then a tape drive, but it may not request first a plotter and then g
printer. ;

Among all the methods, violating circular wai¢ condition js

the only method that can be implemented practically.

7.3 _AnIntegrated Deadlock Strategy =

it is more efficient to use different
rather than using only one of the str

Consider the ?:csmzm classes o

180 |

J. Howard in 1973 suggested that, in dealing with deadlock,
strategies in different situations .
ategies. His suggestion is:

into a number of different resource classes.

Use the lincar ordering m_a_amw (global numbering of

resources) for the prevention of circular wait to prevert
deadlocks between resources,

For each resource ¢l
suitable for that class,

Group resources

ass, use the algorithm that is most

f resources:
Swappable space

(blocks of main memory on secondaty
Eo-.mm& ?

pcess resources (such as tape drives and fileg
£

P
[ ?HN:_ amacq

al resources (such as [/Q channgg

! ¢ that the classes of resourceg

)

—_._nn:a

)

are in the order ip which

t
2 e assigned.

Following strategies could be emplo
yith deadlock:
swappable space

peadlock prevention strategy cap pe used m
and deadlock  avoidance  strategy may

moaﬂﬁ ime.

yed for ®ach class tq

0st of the :Ba.
,Uw ngcwmn_

Process resources

Deadlock avoidance strategy will be effective most of the
time. Deadlock prevention strategy (by means of resource
* ordering) is also a possibility.

,  Mair memory
Deadlock prevention (by preemption) is the most appropriate
strategy.

+ Internal resources

Deadlock prevention (by means of resource ordering) can be
adopted.

T4 OtherIssues

In this section we will discuss a few miscellancous issues

(©Bted 10 deadlocks, These include two-phase locking, non-

1Source deadlocks, and starvation.

“L_Two-Phase Locking

ies t
ln tWo-phase locking the first phase, the process tries to

_”nw Al the records it needs, one at a time. If it m:nnm.&m,hﬁ _U_Mw“m
_zn “étond phase, performing its updates and releasing the .
Or

%l work i done in the first phase.

; tis
If acasm the first phase, some reconl. 1 ‘pmmaﬁwmmﬂ” the
y _oawom. the process just releases all its locks an:
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n a certain sense this approach ig .
rces needed in advance, or at leg
done. In some versions of ¢
ease and restart if a locked
phase. In these versions, dey

ase all over. |
requesting all En.amom
anything _nne.m.a__u_m is
locking, there 15 no rel
encountered during the first

Milg, o
1 Vn_,o_,n
Eo;njmmn
_.mnoa _5
n__oar oy

first ph

" pccur. :

unication Deadlocks

Processes in this deadlock wait to on.un.uac:mom_,h With o

es in a group of Eonommmm..o_._ receiving a communjcy
from any of these processes, a waiting E..onnmm om: unblock, | fe
Eonn.mm in the set is waiting t0 communicate 5..5 another pr,
in the set, and no process in the set ever _.unm_:m any ma&_ag_
communication until it receives the ooEE:.Eom:o: for which

' waiting, the set is communication-Deadlocked.

Example:
 Process A waits to get a message from process B, Process

742 ~Comm
her
ion
ach

ﬁn_unﬂmm

itis

waits to get a message from process C and Process C waits to get 5’

message from process A and hence a deadlock.

The TFW diagram is shown below: -

data HMWMMWE% &mi_u:.ﬁa.mw&na A.Uummv access the database’s
thought of mmw of.unE_:m transactions, A transaction can be
objects. A datab mo.:nm of qm.w% and writes performed on datd
: ase’s data objects can be thought of as resources
:H“m :.E.o:w: locking) and released (through
ctions. In DDBS, a wait ‘for eraph is referred

to as ﬁnmmozoa.émz.wovm_.mur (TWF Graph)

18 i
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2

Cesg

Fign

Fmdwm,_.ahw

curs when tw :
r?n_oﬁ.w oc 0 or more Processes continyall
1nually

. ha i
o doing %nﬂ useful work. ,_.rmmnzwwn oy
S : €sses ar
y re Ems_zm concurrent]y .ﬂmm:wﬂ
ade . n
adlock g Processes are in

he Same interaction in response -

Process |

-

re 7.3: Process P1 holds resource R2 and requires R1 while
process P2 holds resource R1 and requires R2

Each of the two processes needs the two resources and they

use the polling primitive enter_reg to try to acquire the locks
necessary for them. In case the attempt fails, the process just tries

again.

If process A runs first and acquires resource 1 and then

process B runs and acquires resource 2, no matter which one runs

next,

it will make no further progress, but neither of the two

processes blocks. What actually happens is that it uses up its CPU
{lantum over and over again without any progress being made but
als0 without any sort of blocking. Thus this situation is not that of a
%mn__wnw. (as‘no process is being blocked) but we have something
eﬁ:&ﬁ:% equivalent to deadlock: LIVELOCK.

144

Staryg

g

/

Starvation

w.séuzo: occurs if a process is indefinitely postponed.
tion jg 5 problem which is closely related to both, Livelock

“dlock. In a dynamic system; requests for resources e
A P YOI T
: Deadlock | 183
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happening: The
about who g¢t8
may lead 10 50
they are not dea

reby, some policy
the resource when.
me processes 1
dlocked.

e between Deadloc

All processes keep W
for each other to complete
and none get executed.

Resources aré blocked - by
the processes.

o~ AR SIS T A Ty
Necessary conditions

Mutual Exclusion, Hold and
Wait, No preemption,
Circular Wait :

ever getting serviced evep th

is needed to make 3 4
€

This process, being reag, Sioy
n

m.g_n
Olgy

Differenc k and Starvation

T.zp L S ———— |
1. aiting|H

Starvation

igh priority processes |
executing and low Piog
processes are blocked, oy

&ep

|I||IIIIIIIIIII|I.IIIII|I|III|I|II|||||||I|II|I|.||I.IJI.!|‘|J

Resources are continyg,
atlized, by, Bigh  pring.
processes. Gl

Priorities are assigned to ¢,
processes. ; i

Also known as Circular
wait.

Also known as lived lock.

It can be prevented by
avoiding the necessary
conditions for deadlock.

It can be prevented by Aging.

ANSWERS TO SOME IMPORTANT QUESTIONS

1.

Consider the following snapshot of a system.

B

2 o available number of resou

ple vectors as (3, 3, 2). Use _wuq__ﬂnn

that the system is in safe stage e
a

s be given by
r’s algorithm to
nd show the safe
(2075 Back]

m.a.“mﬂﬂ
claim
sequence

Givens
lable matrix =[3

>

d

2

Avai

>=camzo= matrix =

e

.:-»mww—:::mmmo

Maximum matrix =

OGMOI\JG‘OF‘OOF'B
mtaMMNMHMGQ

—

We know that,
Need matrix = Maximum matrix — Allocation matrix

753

Therefore, need matrix is

= oW o o0
I
PRCR I e =

Tnitially,
Work = available = [3, 3, 2]
Iteration 1:
. For PO:
Is Need <= Work ?

ie.[7,4,3) <= [3, 3, 2] ? obviously not. I do
condition,

esn't satisfy the

S . :
o, resource is not given to P0.
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[teration II:
For P1:
Is Need <= Work ?

ie,[1,2, 2]<=[3,3,2] 7Yes, it satisfies the no:n_Eoz.
So, P1 executes and work is updated.
Therefore, new work = old work + allocation of py
=(3,3,2]+[2,0, 0]
=[5,3,2]
Iteration II1:
For P2:
Is Need <= Work?

m.o..ﬁmuPEAnE.uum: o_usozm_wzor: aoami satisf
the condition. : ¥

So, resource is not %é:. to P2,
Iteration IV:

For P3:

Is Need <= Work?

ie,[0,1,1]<=[5,3, 2] ? Yes, it satisfies the condition,
So, P3 executes and work is updated. ;

Therefore, new work = old work + allocation of P3

=[5,3,2]+[2,1,1]

=[7,4,3]
Iteration v:
For .E” :
Is Need <= Work?
ie, [4,3, 1]<=

[7,4,3] 2 Yes, it satisfies the condition.

So, P4 €xecutes and work is updated

Therefore, new work = old work + m_._oommc_: of P4

u?fg+592
=[7,4,5]

1.

/

= k?
js Need = e

Lo [T 3]1<=1[7,4,5]7 Yes, it satisfies the condition
_.?mo exeoutes and work is updateq.
0,

wwn_.mmo?: new work = old work + allocation of py
. =17,4,5]+10, 1, 0]
=[1,5, 5}
| jeratio” va:
For P1:

s Need <= Work?
seil2, 2] <=[7,5,5] ? Yes, it satisfies the condition,
So, P1 executes and work is updated,

Hence, the system is in a safe state because a]
executes.

sequence of execution: P1, P3, P4, P0, p2

the process

EXERCISE

What is deadlock? Discuss the necessary conditions for
deadlock with examples.

Write four conditions for %m&mnw.

What is deadlock? State the necessary conditions for
deadlock ‘to occur. Give reason, why all conditions are
necessary.

-What is deadlock? How it occurs? Explain various deadlock
-avoidance methods with examples.

Explain the necessary conditions of deadlock? How .om,,._v a
System detect deadlock and what does it do after detection?

What is deadlock? Explain the essential nosa:.mo: m.oa
deadlock, How do you detect deadlock? Explain with
€Xamples,
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7 What is deadlock avoidance and detectiony

9. List four essential conditions for deadlock. Expla

them briefly. What would be necessary (in 0s) _n Sag

0
the deadlock? How is the deadlock recovered? mé_m_

10. A system has 2 process and 3 resources. Each Proce
maximum of two resources, Is deadlock possible? Ex

188 | Insights on Operating System

mxv_m.__: )
i

possible deadlock prevention techniques. .
g.  What is the difference between deadlock apg i
postponement? ey

fl

E.n.._m_..

n,

55 e g
v_m___.

days, computers may contaip
il information. These information
g%ﬁ_.ma_ information - like credit card numbers, (o returns:
hnical information like new chip design, :aﬂ
. future plans and policies of a company like plans for 5
ffering, METger of one company with another; classified
b Tike investigation of origin' of COVID.19 virus,
fied € mails from intelligence .2, One country to another
lass . and much more. Preventing these information from
M”“””H_Wamam access is a prime concern of all operating systems.

The NIST Computer Security Handbook defines the term
omputer Security as:

mguonmﬁ and
Ay be personal

“Computer security is the protection afforded to an
atomated information system in order to attain the applicable
objectives of  preserving the integrity, mﬁsmz_w@, and
confidentiality of information system resources (includes
hardware, ~ software, firmware,  information/data,  and
felecommunications).”

Information security may be defined as:

"The - protection of information and information .&_mﬁam
fom unauthorized access, use, disclosure, disruption, Boemnm:o:u
B_m__m_g—_q_. ﬁozwmu NO,—DV
S0, the security of an information system can b¢ studied nﬂ
Parts: confidentiality, integrity, and availability. These ar¢
a_u.ﬂnnzdnm of OOEUSHOH mnﬂﬂlﬁuﬁ

nazmnn.:mm:Q B :
. f information OT

three
key
1,

Confidentiality is the concealment ©
Tesources,

Security _:ww.
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o Confidentiality is concerned with having Secrey
remain secret. More specifically, if the owner o g,
data has decided these data are to be made m<m_§z
only to certain people and no others, the ‘systep mumga
guarantee that release of the data to unauthorizey oulg
never oceurs.' . Peoy

-,_,ra:mzosao:nmmnuam:oxg%_nowm 99_9
confidentiality. . o

. Measures: Adopting access control mechanism Such
cryptography. y
2. Integrity
o Integrity rtefers to the trustworthiness of data
resources. 3 _
 Integrity means that unauthorized users should not b
able to modify any data without the owner’s permission,
Data modification in - this context includes not only
changing the data, but also removing data and adding
false data.? oad Lok
o Examples of breach of integrity: Hacked sites tht
display the  pirate . banners, modified contents o
electronic communication.
o Measures: Digital signatures i
3. Availability
o Availability refers to the ability to use the information of
resource desired. g
o Availability means that systems work promptly nd
service' is not denied to authorized users. For m.a.
computer system to serve its purpose, the informatio?
must be available when needed.
« DOS (denial of service), DDOS (distributed den
~ service) attacks are examples of breach of availability

*  Measures: Application of front end hardware, %mcd%
filtering

Lol

¢
These three concepts form what is often referred 10 as 0

CIA triad.
|\\I\
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Data
and

services

Figure 8.1: The security requirements triad

ecurity scientists feel that, to understand a complete

Some S SN s
y objectives, additional concepts are needed. Two

picture of securit

of these arc: o
Authenticity: Authenticity means that the parties involved
L]

are who they claim to be. This means verifying that users are
who they say they are and- that each input arriving at the
system came from a trusted source.

Accountability: This supports fault isolation, deterrence,
nonrepudiation, intrusion detection and prevention, and
after-action recovery and legal action.

82 Information Security Model

There are a number of different models proposed as 2
famework for information security but one of the best models 1s
the McCumber model which was designed by John McCumber. In
tis model, the elements to be studied are organized in a cube

Sructure, in which each axis indicates a dissimilar ﬁ.?ﬁo.ﬁ of
three major modules

“ome information security issue and there are . b
”a cach axis; This model with 27 little cubes all oﬂmmcﬁma toget Mﬂ
°0ks similar like a Rubik's cube. There are three aX¢3 in the cube

. _ to be
™Y re: goals desired, information states, and measures

ta .
ow 0. At the intersection of three axes, you ¢an research all E.Hm__nm

an j -
“tinformation security problem. - ;
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Infermation Statag

Infarmation
Security
Properties

Security Measures

Processing
Storage

Transmission

Confidentiality
Integrity
Availability
Policy and Precedures

Technology

Education, Training, and
Awareness

Figure 8.2: The McCumber model

Computer Security Terminology:

Security breach

A security breach is any incident that results in unauthorized
access of data, applications, services, metworks and/or
devices by bypassing their underlying security mechanisms.
Security breaches happen when the security policy,
procedures and/or system are violated.

Adversary (threat agen c.
An entity that attacks, or is a threat to, a system.
Attack

An assault on system security that derives from an inteltigent
threat; that is, an intelligent act that is an attempt ,ﬁa%mn__.__:

—
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/

sense of a method or technique) to avoid

: : security
sand violate the security policy of 5 system.

in the
e
serVi¢

Countermeasur®
action, device, procedure, or technique tht reduces a
5 a vulnerability, or an attack by n:_.:mzm:sm o
it, by minimizing the harm it caq cause, or by

j sovering and reporting it so that corrective action can be
15

taken-
Risk
An m%nﬂm:o: of loss expressed as the probability that a
articular threat will exploit a particular vulnerability with
mm_,a?_ results.

Security policy

A set of rules and Emnznmm. that specify or regulate how a
system OF organization provides security services to protect
sensitive and critical system resources.

System resource (asset)

Data contained in an information system; or a service
.ES._E& by a system; or a system capability, such as
processing power or communication bandwidth; or an item
of system equipment (i.e., a system component—hardware,
firmware, "software, or documentation); or a facility that
houses system operations and equipment.

Threat

A potential for violation of security, which exists when there
is a ownﬁsﬂmbnn, capability, action, or event, that nc._._E
breach security and cause harm. That is, a threat is a possible
danger that mi ght exploit a vulnerability.

Vulnerability

Aflaw or weakness in a system’s design, WEEanEm@P or
Operation and management that could be exploited to violate
the system’s security policy.

A e e Y R
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security and network and internet security.

8.3 Categories of Security

There are basically two categories of security; m:mo:s&.
. I

Information Security

It is the practice of defending information from unauthy;
access, use, disclosure, disruption, modification, Perug
inspection, recording or destruction. It is a general tery, E“
can be used regardless of the form the data may take ?_m
electronic, physical). g

%d

Network and Internet Security

Network security consists of the policies and practioe,
adopted to prevent and monitor unauthorized access, misuse,
modification, or denial of a computer network and network.
accessible resources.

Categories of Security Attacks

-Em_...:ﬁ:o:." This is an attack on availability. Example;
Cutting of a communication line. . : et

Interception: This is an attack on confidentiality. Example:
Wiretapping to capture data in a network, °
Modification: This is an attack of .integrity. Example:
Changing values in a data file. _

‘Fabrication: This is an attack on authenticity. Example:
Inserting fake messages in a network.

8.4

e o pp———

Network Security Attacks = i

Network security attacks can be classified as passive attacks

and active attacks.

1.

Passive. Attacks

A passive attack attempts to learn or make Uus¢ of
information ‘from the system but does not affect mva@__
resources. Passive attacks are in the nature of eavesdroppi®
on, or monitoring of, transmissions.

B i
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Omwﬂﬂ%

1ents and traffic analysis.
con

. Rel
OOBmmn—m
to NDOS.-
the ema
attack.
teleph©
ransferr

Traffic analysis

2. Active Attacks

~»  Replay

effect.
*  Masquerade

o vmﬁ__oma_m 2

ease of message contents
r that, a person wants to send confidential email
er person. 1f a third person learns the contents of
il sent, this is a “release of message contents”
So, an outsider learning the contents of a
ne conversation, an electronic mail message, or a
ed file is an example of this attack.

It involves the passive capture of a da |
subsequent retransmission to produce an unauthorized

It takes place when one entity
entity. A masquerade attack usual
other forms of active attack. For example, .
sequences can be captured and replayed after a <w..:@
authentication sequence has taken place, thus enabling
an authorized entity with few p
Privileges by impersonating an enti

E

o types of passive attacks: release of message

By using encryption, a message sent no.cE be masked in
order to prevent the extraction of the information from
the message by the attacker, even if the message Ve
captured. However, if the attacker succeeds to retrieve
the information by analyzing the traffic and observing
the pattern, it is known as traffic analysis.

An active attack attempts to alter system resources or affect
their om_oﬂmzos. It involves some modification of the data
stream or the creation of a false stream.
There are four types of active attacks: replay, masquerade,
modification of messages, and denial of service.

ta unit and its

pretends to be a different

ly includes one of the

authentication

rivileges to obtain extra
ty that has those
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e Modification of messages

It simply means that some portion of a legiti
message is altered, or that messages are delay
recorded, to produce an unauthorized effec o
example, a message stating, “Allow Gautam_Rap;, X
read confidential ‘file accounts.” is modified tq mms
“Allow Poudel Hemanta to read confidential g
accounts.”

320
ed o,

e Denial of service

It is an attack in which a machine or network resource jg
made unavailable to its intended users by temporarily o
indefinitely disrupting services of a host connected
the Internet. Denial of service is typically accomplisheq
by flooding the -targeted machine or resource wity
unnecessary requests in an attempt to overload systems
and prevent some or all legitimate requests from being
fulfilled.

Passive attacks are very difficult to detect, however there are
measures to prevent the success of these attacks, usually by means
of encryption. Whereas active attacks can be detected but quite
difficult to prevent them. .

How to achieve CIA goals? ’
Answer:

First thing is we need to implement “confidentiality”. In
confidentiality, we need: Authentication which includes: user IDs
and passwords, using a physical object, biometric verification, two-
factor authentication and data encryption. 5

. .mooona thing is we need to implement “integrity™. In
integrity, we an& to implement : file permissions and user access
controls, version control may be used to prevent erroneous changes

or accidental deletion by authorized users becoming a problem
checksums, .

_ Final thing is we need to implement “ayailability”™ !
consists of: maintaining all hardware, doing necessary Syst"
upgrades * periodically, providing adequate communicatio®
bandwidth and preventing the occurrence of bottlenecks:

redundancy. ||..11\.\

||-I.I|\II.1\\\
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der (often called hacker or cracker) is one of the most
ats tO security. The objective of the intruder is to gain
tem or to increase the range of privileges accessible

intruder performs any of the following activities:

performs a remote root compromise of an e-mail server.

Defaces @ Web server.

Guesses and cracks passwords.

Copies @ database containing credit card numbers.

Views sensitive data without authorization.

Runs a packet sniffer on a workstation to capture

usernames and passwords.

Uses a ﬁ_mﬂ.:._mmwon error on an anonymous FTP server to

distribute pirated software and music files.

. Dials into an unsecured modem and gains internal
network access, etc.

Intruders may be classified into following types.

e Masquerader: An individual who is not authorized to

" use the computer and who penetrates 2 system’s access
controls to exploit a legitimate user’s account. It is
likely to be an outsider. _

o Misfeasor: A legitimate user who accesses data,
programs, Or resources for which such access 1s not
authorized, or who is authorized for such mmnn.ww but
misuses his or her privileges. It is generally an insider.

* Clandestine user: An individual éwn“ seizes
supervisory contral of the system and uses this control
to evade auditing and access controls Or o Suppress
audit collection. It is either an outsider or an insider.

/
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Trojan horse,

and
backdoors,

That are independent

Malicigys software can a

A Iso be cate orized as: that do not
replicate and that replicate. ”

That dg poy replicate

These type of
Sm%.._.__mﬁﬁ are
Programs thay 4y, acti Programs or  fragments of

bombs, EQEEF and 4cd by a trigger. Examples: logic
That replicy,

bots programs,
These gre fr

e agments of Program
* Men execygeq m

- : » hay nrg

Hself to by aClivateq Eﬁw ¥

System, Eyy, Ssn

mples: Viruses 4

S or independent programs
Uce one or more copies of

Same system or some other
d worms,

umw _‘ “:.w_—h._:h Q___ Qﬁm~mﬂ,_.=n m<ﬁ~
ﬂa._

yirus piece of software that can “infect” other
7 15 4
am that is inserted into a System, i [ A vils _moq indeed any type of executable content, by
. H—._.....J- . . v % i » _.._ - P
Malware i£ 4P .t of compromising  the Confidey, . ily rogra™> hem.
4th H.w-h mnten B ‘—.—.__.A Qnﬂu a —. . __..::. ﬁ ,;, _—.__m._. L 4.
covertly, Wi iability of the victim:s o + app ICatigp Y, modifye form actions such as corrupting and deleting
D a i ing s L 5 0 :
integrity- a.h_,,u or otherwise annoying or disrupting ¢, :.2_.9 Viruses nnn.m using our email to spread to other computers,
operating .n.”,w_‘rm Scarfone: 2013)- ™ computer a,wrm majority of viruses are spread through online
(M. Souppa; rams that exploit vulnerabilities jp ncans_,: and 50 ou.m (illicit software, files, or programs), email
¢ prog & et - nloa
o8 %&. threats to compuler SYSIEMS are calleq Same.oﬁw downlo ts, and messenger apps.
BRI == Malicious software can pg i ytachments, y 2
fwgre Or maware. ! " . Clatiyey ' in his book “Computer Viruses and Malware
i v perform barmful functions Emmqowam filles , . John Aysock TR 5S d that a computer virus has three
§ Or ma , . 21T i
sk HT”:. bypassing controls to gain Privilegeq nnnasn v:@:m?& in 2006 has state :
data in main memary. 0] = s,
etc.). g e . ism: Infection mechanism or infection
o sofbaiane G 0 R 5 B Categorjes. , Infection mechanism: Infe c : o
Malicious s , * thay s by which a virus spreads or
ced a host program and that are independent. vector are the e
need a hast prog i propagates, enabling it to replicate. .
b, usn;agamﬂ,», these malw; Trigger: It is the event or condition that determines
Also known as parasitic, these .,.u.m,aw are CSsentially * hen the payload is activated or delivered.
regments of ﬁ_‘o.ﬂm.nu that nmbnom .mx_mﬂ _:&nﬁmbnnnzw of % . he virus does. besides spreading.
some actuzl application program, utility, or System prograp, + Payload: It is what the virus ,
Examples: viruses, logic bombs,

If we classify a virus by its target, the types are

followings: 233,

* Boot sector infector: Infects a master boot record or
boot record and spreads when a system mm booted m.oE
the disk containing the virus. The Brain virus released in
1986 for the IBM PC is a boot sector infector.

* File infector: File ‘infector infects programs or
executable files.

* Macro virus: Macro virus infects m_ww that are nanmﬂa
using certain applications and programs w.wmﬁ Mw:mm_”
macros, The Melissa virus that was spread in 1999 is
macro virus which infected Word 97 and 98 documents
on Windows and Macintosh systems. | i

* Multipartite virus: This type of virus Ewnmﬁwsﬂnmwunm.

-multiple ways, and is typically, capable o
multiple types of files.

/I.l‘l‘lllr
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2.

If we classify 2 virus by its concealment .w:.,:nmw
of virus are: * e b
. Encrypted VIS An encrypted vinyg o |
contains %naﬁ_& malicious code m_& e &
by decrypting themselves and spre, - W pig,
it becomes difficult to Eo::@ﬁ_m—“zm. sﬂ_n_”
n—j :mm.:

¢

replicate
wnﬁaﬁﬁ&.
antivirus software.

This .mm a virus that trigy
ercepting its requests to En.m S_:._E

o this, some antivirus mo?cmacvnﬁ;w
H:mv.
Ty

. Stealth virus:
software by nt
system and due t
detect it.
Polymorphic virus: A mo_uqso%_.:n virus is g v
changes its form nm&.u time it inserts itself ::s_.:w thy
program. That is, this virus undergoes BEmw aNloth,,
every infection. This makes detection of the on iy

“signature” impossible. Satan Bug is mm .mx SEwE

polymorphic Virus. ample

e Metamorphic virus: With every infeq

anmaoﬂwmn virus mutates like a ﬁo_S:oG:._o:_. 3

But unlike polymorphic virus, a me ﬂmaoaw&.n Ving
i i IC i

RM_EQ itself completely at each iteration “ oy

multiple transformation techni . > Using
ues o

detect. ques, making difficult 1

[ ]

Worms

A wi i .

maacw “ M B Womnma that can replicate itself and send copies

Upon mi..wﬁ mﬂs computer across network connections.

propagate m_ : C Wotm may be activated to replicate and

o n,mm n. In addition to propagation, the wom
Ally performs some unwanted function ]

An exa .
2001 em.ww_m %nmwar“m:n_m “Code Red” that appeared in July
Information Seryer :_mNSvEE.m running Microsoft Intemé

Worms
often .
exploit network configuration errors or

security Jooph .

Many s.oaw_mo_a in the operating system or applicati™™

networks, i En.ac_:t_o methods to spread across
s Including the mo:oé..:m. P

arried inside files sent as email attachments
via links to infected websites; generally

$- ¢ in the website’s HTML, so the infection i
pidden hen the page loads. BrSHIEY

pow aloads & FTP servers: May initially start in

moéa_om%a files or individual FTP files, but if not

%Hnﬁ% can m.?,nmm to the server and thus all outbound

FTP transmiss1ons.

. nstant messages Qg Transmitted through mobile
and desktop Em.mmmm_nm apps, generally as external links,
including native SMS  apps, WhatsApp, Facebook

messenger, OF any other type of ICQ or IRC message.

32_‘__2__»1:@“ Spread via P2P file sharing networks,
a5 well as any other shared drive or files, such as a USB

stick or network server.

Networks: Often hidden in network packets; though

they can spread and moﬁ.ﬁaowmmmﬁ through shared

access to any device, drive or file across the network.

il C

The primary difference between a virus and a worm is that
viruses must be triggered by the activation of their host;

whereas worms are stand-alone malicious programs that can
self-replicate and propagate independently as soon as they

have breached the system.

3. Spywares
Spyware is a SO
computer and transmits it
keystrokes, screen data, and/o
scanning files on the system fo
Spyware is secretly loaded onto 2 PC
knowledge and runs in the background doin

the owner’s back.

A spyware typically does the
I. Change the browser’s home page.
2, Modify the browser’s list _.,.; favorite

pages.

ftware that collects information from a
to another system by monitoring
r network traffic; of by
r sensitive information.

without the owner’s
g things behind
following things:

?oowﬁmﬁﬁﬁ&
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4.

3. Add new toolbars to the browser.

m Change the user’s default media player.,
5

Change the user’s default search engine,

6. Addnew icons o the Windows desktop.
7. Replace b
spyware picks.
§. Putads in the standard Windows dialog boxe
5.

anner ads on Web pages with
:5»
Se

the

9. Generate a continuous and unstoppable stre
a
up ads. "o Pop.

Spyware is mostly classified into four types:

System monitors: System monitors repg
privacy risks because they secretly capture m:mm Serigy
user's personal information, worse still, pasgy, 555
in online transactions. Ords g
. .HE.?E.. Trojans can be used to obtajp
information. install malicious programs :..mazm::,n
computer, or compromise additional n.o E, Jack g,
networks. Puters .
+  Adware: Adware tracks the users' online activjj;
the internet to deliver targeted pop-up m&«.mnmmn_d_:mm on
> s Y ents,
« Tracking cookies: Tracking cookies are the s
, 0
small text files downloaded to a user's compute e
¥/ o T
preserves preferences on specific websites. .

Trojans

W,Eﬁna horse or Trojan is a computer pro that ap
0 have . gTRt 13
potentiall ; E@_. function, but also has a E%mzuwa
e y malicious function that evades security
m .

ESEHHF sometimes by . exploiting  legitimate

: lons of a system entity that invokes it

rojan ho :
indirectly Mnmwwwnm D .wn used to accomplish functions
directly. For exam :w»:Eo:m& user could not accomplish
st sosd ple, [0 gain access to sensitjve, person
create a Trojan :Man_wa the files of a user, an attacker could
user’s files for the program that, when executed, scans the
esired sensitive information and sends 2

e

02 i
| Insights on Operating System

¢ to the attacker Via 2 Web form or e-mail or text
oY of ! The author mo:_@ ﬁ.:na attract users to run the
(s | incorporating 1 into a game or useful utility
_:amaa “nd making it available via a known software

am, A0 i
o " o oo tre Th approsch s been e
gistrd i with utilities that *“claim” to be the latest anti-virus
ece™? - - security update, for systems, but which are

o malicious Trojans, often carrying payloads such as
are that searches .»,oﬂ banking credentials, Hence, users
spyW take E.nomcrc:m to validate the source of any
y install.

1 acts like a bonafide application or file to trick us
typically tricked by some form of mo&m._
into loading and executing Trojans on their
ce installed, a Trojan can enable cyber-criminals
steal our sensitive data, and gain backdoor

A Troja
Users are

wnmpannﬂgm
systems- On
o spy on Us
-access to our system.
The beauty of the Trojan horse attack is that it does not
require’ the author of the Trojan horse to break into the

yictim’s computer. The victim does all the work.

A Trojan carries out one of the following three activities:

It additionally performs a separate malicious activity
while performing the function of the original program.

It modifies the function to perform malicious activity or
to disguise other malicious activity while performing the
function of the original program.
o It performs a malicious function that completely
replaces the function of the original program.

Ransomware
publish the

Ransomware is a type of malware that threatens t0
t unless a

victim's personal data or uaﬁa...cm:m block access t0 i
ansomware may lock the

ransom is paid. While some simple ;
system so that it is not difficult for a rzoa_&mnmz.n o £
a technique called

reverse, more advanced malware uses .
» ad e

cryptoviral extortion. It encrypts the victin's files, making them

ﬁmvﬂ..na to decrypt them.

inaccessible, and demands a ransom
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that help users,

d are Programmed ¢, break into yge,

accounts, scan the web for contact _.amoddm:.oz for Sending
$Pam, or perform, other malicioyg activitieg

Bots cap be:

*  Chathos. Bots that Simulate humap Conversation by
Tesponding Certajn Phrageg with Programmeg
esponses.

* Googlepyys. Bots thy S¢an content o, Webpages 4]
Over the Interper

*  Socig] bots: Bots that Operate o, social - media
Em%cnﬁ.

Em.:.E.eE bots:

Bots that g
ooEmE_ or Carry

Crape Content, Spread spam
QEQ,&S:

al Stuffing attacks,

204 / .smﬁ:a on oumﬁmz.:e w.ﬁma

Project, 2005, bots are used for
t Fro s & .

Honeyne
the =
snted  cryploviral CXtoryj,, (ding o ctivities:
implemen Z k . .__._ al c0 .m—._m a
roperly  impi the decryption €y is ap ingy, gy Ac [loW ;
In ap les without ; . ey gy, o e fo tacks
recovering the file to trace digital Currencie i __5__5 d e pOS at
- o . S '
problem. in_ﬂx.z and other cryptocurrencie are g_,,M, e, D amming
paysafecard aﬁ.r_:ﬁ tracing and prosecuting the voasa fey 3 m_u‘ ng traffic
the ransoms, ma .“__u_.” snitl! ing
e ¢ - . o0ggIing rare
difficul i frentways thas ransomg,., Can . . Keyl m._._m new malwa dd-ons and browser helper
There are mn,\mM e of the most commop _:E__E& tog Cy mn_&ma_ dvertisement add-
n . ; .
our no_:h:?“._.”. jous spam, or :.E..m.cEd. .‘S:_n: _.mm..‘ iy ’ :._m-,m::._m a _
malici 4 1 " .
Eﬁocﬂ“aa email that is used to deliver Malware. The ngm.a " objects. C chat networks
E.aa:w_ lude hidden attachments, such mw.P_um Sory, ) Attacking IR : olls/games
might inc. :__h ight also contain links to malicjoq s,o._um_.moa . ipulating online p
documents. It n : & , Man :
ie and Botnet :
mbie and Bo ; . cks other
65 known as a zombie of drone, g m sider Atta d by programmers and
A bot (robor), also kno Progray g In 5" cxocuted oy rotected or
retly takes contro] of another Fﬂogm?mzm;q 4 b ider attacks a ning the computer to be p e
(W
that Hﬁ and then uses that computer to launcp, altack, a aaMm of the company M:: attacks differ from external at M“: 5
comp T :  mploye re. These d access
other computers. Bots are automated, The nozmn:o: of bojg %ﬁ:m critical softwai e specialized knowledge an
i called gt mé use the insiders hav
: 2
Bots usually operate over a network; Mmore thy, i
Internet traffic is pogs

fs nd
on v i s, trap doors, a
ders do not have. It includes logic vo_ﬂ.:_u B soig
g fing. Insider attacks are among the most difficult to
i ing. h
Jogin spoO
detect and prevent.

861 Back Door (Trap Door)

BT back door. It is’
insider is the ho is
ity hole caused by an someone W
The security ro. -am that allows h the
int.into a program v in m_._HOCN
a secret entry p o__ﬂ_Mo““ to gain access izr_oE Mon_,wm_ﬁ d by code
e of &o cﬂwnmm procedures. This prob _M”.:w_, to bypass some
- usual mnmzﬂﬁ% a tem by a system ﬁﬂom.u.ﬂaoo_.m legitimately for
inserted into the DL ers have used bac backdoor is called a
: amm :sucha ;
formal check. os nd test programs; m._”.r:wmﬁ when unethical
many years to Qm_uMm mw»nwmooa become e
B ized access. :
Maintenance &ea: m to gain unauthorize ode to the login
Programmers use the er could add g ame “‘zzzzz’’
e H.om_.ma:w 3 e login n
For nn_ﬂav_wrhu%n to log Mmﬂum & :
fogram to allow ar Rl O
Mo Hm:pnﬂ. what was in the vm :

) m.wn..._~mn< _Nom
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Oig

.._n.,ﬁ...

while am_xm_v { ;
. E) { printf("login: *);
sqﬁuﬂﬂé@a” % geL_string(name);
get.string(name); disable_echoing();
u‘___mmb_qmrmn:o_:_.m,ﬁ. printi( .__n.mwms_.oa“ ");
printf{’passworc: _,&. mmru_:amﬁm.mmsoa_“
enable_echomngi /, rd); v = check_va nName,
V= n”mw_.n,.ﬂa_i:mam. prssl) if (v || stremp(name, .Nﬁﬁmwwwam“__._
if (v) bre ) aamk“
} i shamamel; execute_shell(name);
EXE — b
@ (b)

Figure 8.3: (a) Normal code (b) Code with a back dp., £ Sertey
(Courtesy of Andrew S. Tanenbaum, Herbert Bos; Modey, Operag,
Systems) 8

It is difficult to implement operating system contrg]g fo
backdoors in applications. Security measures must focyg on fh
rogram development and software update activities i
progra mu 2 > and o

programs that wish to offer a network service.

8.6.2 Logic Bombs

The logic bomb is code embedded in the malware that 1S set

to “explode” when certain conditions a

of a company’s (currently em
inserted into the production

functions, or launch their payl

such as upon the termination o

re met. It is written by gpe
ployed) programmers and secretly
system. Logic bomb executes thei
oad, once a certain condition is met
fan employee,

Examples of condition
logic bomb are the presence

y of the week or date, a particuls
ome software, or a particular use
triggered, a bomb may alter or deleft
chine halt, or do some other damage

version or configuration of g

running the application. Once
data or entire fije

S, cause g ma

Time bompg are a ’ J ;
- certain time or date type of logic bomb that are trf ggered by

87 Security Policy and Acces

e : to be used on @
tolen the P Canadian company, i in
rad * ware from 2 had a logic bomb coded !
its O CIA apparently RaC .
%ﬂm é%._m__nn. The s
M__FE_ n:wo sabotag® the
tem

. er's
spoct e techniques used to steal a users
¢ ar

i ing login
i %\mzm resented with an ordinary _ooﬁnm._ .nmwp_m
e U . M assword, which is actually a mali y
a@ usemame 27¢ P cker. When the username an
t

| of the atta :
control of et i
e e ed, this information is-logged or In s
tered,
d are en

to the attacker, breaching security.
g

some operating systems ch_._.a e
before a login screen 1s presented.

amﬁon
d alon
vent this,
To preven
nation to be entered

p
%mmﬁ

a special

. _ _ w — - = ) ..ﬁw

out -and the system login program 1s

is logged :
he current user 18 logged e haa

sarted. There is no way to bypass

sControl - =~

: 2 z cument in an
lo, gemeral,: Securtty. policyi1e. 2 inwnm_wmmwu from threats,
organization outlining how to protect EM o_ﬂmi to handle situations
including computer security threats, an including LINUX), access
when they do occur. However 1n Cﬁ.ﬂunnmwﬂ specifies Who or what
control implements a security _vo:nw -ve access to each specific
(e.g., in the case of a process) M.s MWnMMMW& is permitted in each
system resource and the type O .
fnstance. . . access are
An access control policy dictates E”Mﬂ Wﬁ.aﬂ“ﬁ. Access
permitted, under what nwﬂocaﬂmannwuwm into the following
control policies are generally group==.

oanmozam"&

*  Discretionary ac
access cmmmc. o:.:ﬁ
rules (authorizations
allowed to do.

(DAC): This policy controls
f the requestor and on access
hat requestors are (or are not)

cess control
identity O
) stating W
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ess control (MAC): Th;

B Mandatory a¢cC : . 5 i
access based on comparing security labe]g ?«:C Con
azin et - . Iy

how sensitive OF critical system resources g, icly ing 0l

€) wigp, 'y

clearances (which indicate system entities o ey
access certain resources). ¢ n__.m_._u_.,, __;
Role-based access control (RBAC): Thig ol b
access based on the roles that users have S:E:_ow o
and on rules stating what accesses are alloweg the ¥y
given roles. . to Userg ;

E_._u_ s

bumnn&mao:n.a_Emnrgmmanm:n:,_t_ow:<
o o.
three of these policies. Or evey all

8.8 Protection Mechanism

88.1 Protection Domains

A computer system contains many resources i
that need to be protected. These objects can be m. d
CPUs, memory pages, disk drives, or printers) or ey
processes, files, databases, or semaphores). g

8.“.noﬁm..
are Ao.m,_
are Am.m_.

A domain | ; ~
permission to ._c_”. MQMMQ of Awgnor rights) pairs. A “right” meg,
A one’ of the operations i 8
single user or more general than just one user % e i

specifics of w
ho needs to know what. One basic concept, ho
, however,

is the POLA (Princi
general - 'Ple of Least Author ity) or need to know. In

objects and pri
ﬁﬁ_f:ﬂwnm to do i
shows three domaj .o its - work—and no more. F igure 84

. Em,_._ . .
rights (Read, Write mumn owing the objects in each domain and the
.ansauézmzao:nmor c_a.aﬁ.zoﬁn__a_

Printer] js ;
S In :a.__o QDSN_—.

: . Dm n= ﬁ L A 3
e_nr.z_z_mamo_.z:é he same time, with the same rights i

0 domaij PPy
s . mains, with different rights in each

pomain 2 Domain 3

File1[RW) File6[RWX]

File4[RWX]
File5[RW]

Plotter2[W]

¢ 8.4: Three protection domains.

Figur ,
instant of time, each process ::.a in moam Eoﬁnn.c:
words, there is some collection of objects it can
object it has some set of rights. Processes can m_m._o
domain to domain during execution. The rules for domain
«ching are highly system mﬂum:%:w_ s
e the idea of 2 protection domain more concr
S_Mamﬂu”wzhx (including Linux). In UNIX, the aoaw:._ oﬂ a
s is defined by its UID and GID. ﬁ.:ﬁn a user logs _P. _M
ts the UID and GID contained in his entry —‘_._ the ﬁmmmw MW
file and these are inherited by all its children. Given w_nﬂ Ac : m_w
GID) combination, it is possible t0 make a complete _mm- o
objects (files, including /O devices Hn?.nmm:ﬁu by specl = ?m
¢tc)) that can be accessed, and whether they nmn be monnmn e
reading, writing, ot executing. Two processes with the H“ & om.
GID) combination will have access to exactly the s e
objects. Processes Wwith different (UID GID) values L
B i 2 different set of “files, Jlthough there may

considerable overlap.
 Furthermore, each process in UNIX amwon
part and the kernel part. When the process

.Th
switches from the user part t© e rnamﬁ_rwm_mﬂ part. For example,
access to a different set of objects from

i i . the entire
the kernel can access all the pages 1? v:ﬁ%&hﬂ:ﬂﬂﬁﬁﬂ e
disk, and all the other protected resources. ;

witch.

oncrete, let

ps |
_uanam

two halves: the user
s a system call, it
e kernel part has

causes a domain $
When a process does

SETGID bit on, it acquires

n a file with the SETUID or
ctive UID or GID. With a
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different (UID, GID) combination, it has a differen; set

operations available. Running a program with SETUp of Ec:

is also a domain switch, since the rights available chang * E&QH
u_ﬂu;

An important question is how the system kee
which object belongs to which domain. Conceptualpy,
with the rows being Qc:,”

box lists the rights

Ps :m.ur
can envision a large matrix, A Jogg
columns being objects. Each g m:mw:ﬁ
m_oEu_.: contains for the object. The matrix for Emu:“w any, tha hm
in Figure 8.5. Given this matrix and the current ¢ e m..& is mgsm
the system can tell if an access to a given object jn Omajp ::5?:
from a specified domain is allowed. ap mnmnﬂma _.Sﬁ_
Object .

File1 File4 Files

=]

File2 File3

Read
Write

Read
Write

. Execute

h..wn__.m.%..w.. A protection matrix

ieciiofo

directory or individual file. Each
‘bute that identifies its access control list.
h system user with access privileges-
ude the ability to read a file (of
to the file or files, and to
or program). Microsoft
and

ry for eac
rivileges incl ;
), to write
executable file,
iI's NetWare, Digital's OpenVMS,.
the operating systems that use

(f it is an
S Zﬁmcoc, Nove
:zavummma systems are among

s control lists.
An access-control  list (ACL) is a list of permissions

sciated with 2 system resource (object). An ACL specifies
h users or system processes are granted access to objects, as
what operations are allowed on given objects. Each entry in
pecifies a subject and an operation. For example, if

L that contains John: read, write; Joe: read),
and write the file and only

indoW

258
whic
well as
a Gﬁmoﬁ ACL s
4 file object has an AC
this would give John permission to read
give Joe permission to read it.

Two methods that are practical, however, are storing the
matrix by rows or by columns, and then storing only the non emply
elements. The first technique consists of associating with each
object an (ordered) list containing all the domains that may access

the object, and how. This list is called the ACL (Access Control

List) and is illustrated in figure 8.7. In ACL we deal with storing

‘the matrix by columns.

Owner
User

Kernal

e A
Figure 8.7: Use of access control lists to manage file access.

Here we see three processes, €ach belonging to a different
- domain, A, B, and C, and three files F1, F2, and F3. For simplicity,
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)

we will assume that each domain corresponds to cxmo:w )
users are called subjects or \.ﬁ_‘.:g.wﬁmk to contragy them, cm_a the
things owned, the objects, such as :.__nm.. Each fj, b N5_:; ™
associated with it. File FI has two entries in its ACL Amnvmqﬂ >o~

a semicolon). The first entry says that any procegg Owneq | edp,
A may read and write the file. The second entry ay. . Y Usey
process owned by user B may read the file, Ajj other mooﬁuﬁ any
these users and all accesses by other users are mo_.v_.aam:. ZEW by
the rights are granted by the user, not by Process, Aq far . thay
protection system goes, any process owned by user A can reqy the
write file F1. It does not matter if there is one such ang

7 UﬁOnmmm or g
of them. It is the owner, not the process ID, that matter. 0

File F2 has three entries i jts AGLIA'B ai

5 dcC Can a] reag
the file, and B can also write jt. No other accesses are alloweg, g,
- P

F3 is apparently an executable program, since B and C ¢y, b
read and execute jt. B can also write jt. 9

UID], GID]: rights]; Uj

Under .y
3 S.omn Conditions, when a request is made to access an

D2, GIp2: rights2;

3 see

Insights on Oumqmaam System

M i ey , e
in this case, users A, B, and C. Often in the Seeurity iy U
;

.cing up the matrix of figure 8.14 _.m. by
. m:ohmmmn_ associated with each process is a

dis . AR
when! this gt be accessed, along with an indication .o.q
a ) : :
s pjects that m m:::ﬁn on each, in other words, :.m awﬂmi
s f ana%um ate ps bility list (or C-list) and the individual
i i called 8 CAPAE S d their
“_Hw [ist 1 nm:n:om capabilities. A set of three processes an
i ca : _
g it 8% in Figure 8.8.
m_%wﬁ_u@ jists is shown in Fig ;
capad’!
User
_vmumob
. F2:R
F1:R
F2RW | F3:RX St
FIAWK Jn.:.a

. has a
Figure 8.8: When capabilities are used, each process ha
5 capability list.

. f s n a certain
Each capability grants the owner nnﬁmE%%ﬂmma files F1
object. In Fig. 9-8, the process owned w.w.:mﬂ. nsists of a file (or
and F2, for example.. Usually, a capability m“m for the various
more generally, an object) Ennnmw_, m“w Mnm_ﬁ. sm uld probably be
2 : : he file :
rights. In a UNTX-like system, t bjects and may
_Emo i-node number. Capability lists are Enéﬂunﬂ.:”m:m sharing of
be pointed to from other capability lists, thus
subdomains. S ust be protected
: - bility lists m
i bvious that capa o them are known.
f i = mm:wm%m. Three Enn_omm wmv_.onnnmbzwaéﬂn design in
rom user tamp R architecture, )-bit that tells
The first way require word has an extra ?.H:Smnno:a T
et each :._nmu ch.mamamu capability or gor .Ommmcm:zmm are then
ordc : stem.
M,< :.nﬂ_“w__. :Mw.. WH_E inside the operating sys
eep the C-

c n in ili i he third way is
ition in the nnﬁm_.u__:u\ list. T vay

referred to by their ﬁOm_:o L 1 : ; e

! in user .u.“-n..__hmu G__.w :—m.:.mnmﬂ w.-n Omﬁmﬂ

to keep the C-lis
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tographically so that users cannot tamper With
Ciyp

ch is particularly suite
%na”a n&ﬂaa__ to the mhwe.mn object-dependen; tights
read and execute, ﬁ,n__.sc:_znm_ Eﬂw_ ..ﬂn:_“ﬁ and _uJﬁHomﬂ
protected) usually have ha”xn.,_‘..ﬁ rig 5. which are applic,
objects. Examples of generic rights are :

- ﬁ.%_._nav..::..._._‘.,uQSE.,_:nE nmﬁmw_.___.q ﬁoﬁ t
. . .
object. ;

2. Copy object: create a duplicate object with
capability. 4

Remove capability: delete an entry from tha Ie
unaffected.

Destroy object: permanently remoye AR S
capability. Object

Very briefly summarized, AC[g and Capabiji;:
somewhat complementary  properties. C Ities hay,
efficient becauge jf a

~list.

0 be encapgy,
hand, pcp

its traditiong] o T —
Secret v efinition Cypio, I 7
g, ﬁd@mumgw is the mnﬁaﬁw‘_\ow EJ .@mﬁﬂmx
phers : ; analyzing g
%a:dammawwﬂra.a@ Just a set of steps (an
2 decryp; 4 encrypt
and Plion), C t : Tyption,
50~b°&h of Qmmmvwzmm_—.bw ”M‘Wcmwﬁm‘ﬂvu\ 15 Hrﬂ pﬂ:.mh_n_ﬁ___
at
and mzﬁgas.? The ﬁ~

M‘Dﬂ ._ﬂ:w

es, means,
o 1o ensyre ji integrity,
Urpose of Cryptography is o

cOnfidentiajjy,

) 2
14 | ..:m_ﬁ..:m on Obmﬁm___.:n S

Ystem

i I
d to distributed Systems, __Hn:.__

] mtn .__
mu;.g
ble to

HQ____

called the plaintext, and encrypt it into
ile,

Jaintext. In general, the ciphertext is just an
a :
; of bits. ¥
] : : :
Iy | . tion and decryption algorithms (functions) should
4 The %nwmu Trying to keep them secret almost never works
ic.

ys be n_._ann%_m trying to keep the secrets a false sense of

alwa

S § i g ..aw _”__mm trade, this tactic is called security by obscurity. The
m ?

s on parameters to the algorithms called keys.

[f P is the plaintext file, K is the encryption key, C is the

ob - hertext, and E is the encryption algorithm (i.e., function), then C
> ey cip N

£(P, Ke ). This is the definition of encryption, It says that the

ang ciphertext is obtained by using the (known) encryption algorithm,
d

E, with the plaintext, P, and the (secret) encryption key, K, as
parameters. The idea that the algorithms should aj] be public and
the secrecy should reside exclusively in the ‘keys is called
Kerckhoffs’ principle.

Similarly, P = D(C, Kp) where D is the decryption algorithm
and Kp is the decryption key. This says that to get the plaintext, P,
back from the ciphertext, C, and the decryption key, Ky, one runs
the algorithm D with C and Kp as parameters,

Sender

Heeeiver
0 . (3

b. g.
Figure 8.9: Cryptography

Cryptography is broadly classified into two categories:
m.w:._EoEo key Og»am_.mv_d. and Asymmetric key Od_ounomam_urw
(Popularly known as public key cryptography).

PR e
Security | 275

Ty y that only authorized people know how to’
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§9.1 Symmetric Key Cryptography (o S
Encryption) 5555
Also known as secret key n:oQb:oP. an ene ]
in which the sender and receiver of a message
common key that is used to encrypt and decrypt the
of the examples of symmetric-key cryptogra
below:

J»U:.O:
m_—._n:..ﬂ a

v:u.. are

1.  Transposition Cipher

A transposition cipher is a method of encryptiq

the positions held by units of plaintext (Which g 3
characters or groups of characters) are shife, -
regular system, so that the cip

permutation of the plaintext,

by SE_...:
Comp, on @
Cording o

Onstitygeg 3

w:.moa ac
rmqoxu c
d

2 Monoalphapet;, Cipher

A monoalphabeic

: cipher us
entire mesga ge. €s

fixed substitution over the

Encryption algoritiy

arliest known and simplest cipher. It is that
i it En. n:on cypher in which each letter in the
f m.ccﬂdw_na a certain number of places (depends on
. M w_mé down the alphabet. For example, with a
: nV would be replaced by B, B would become C,

type ©
E.&Enx
the A..ﬁ—_.._
mw_a of 1,
mﬁn_ 50 O1.

Plaintext’

Cipheriex

Ciphertext

Figure 8.12: Key encryption: caesar cipher

892 Public Key Cryptography ~ (Asymmetric
Cryptography)
Secret-key systems are effici .
computation required to encrypt or - decrypt a MmESSage
manageable, but they have a big drawback: the sender and anﬁmw
must both be in possession of the shared secret key. They may 9,”“
have to get together physically for one to give it to the oa:.._...m._n
get around this problem, public-key noﬂﬂomﬂmm&w is used (Di
and Hellman, 1976). . ; L
Public Key Cryptography, this system has E.Hmonﬂw ¢ given
distinct keys are used for encryption and decryption.

: i i discover
: . -+ is virtually impossible to g
@ well-chosen encryption key, It v_.m Under these circumstances, the

ic and only the private decryption

ent because the amount of
is

the corresponding decryption ke
encryption key can be made publ
key kept secret. f

- Security | 217
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In other words, in public key naﬁama.crw
keys for encryption and decryption.

We _.;.c .
dig,
Two of the best-known uses of public key, crypg T

0gry
QO  Public key encryption P __f;._
In public key encryption, message jg encry,
recipient's public key. The message cannot pe %8
anyone who does not possess the match ing vz.cﬁcoaﬁa _,m
= e

is thus E&:.E& to be _.__:_.. owner m:.:.:: key and g wmw. ;._._

associated with the public key. This jg u : 1€ pe,
Sed in ap 4y, Ty

ensure confidentiality. mnmﬁa_ :

Bob

,of the d ocument instead .om En. whole document. The

ates a miniature version (digest) of the document
r n?.mm ns it, the receiver checks the signature of the
u&.:ﬂwn Smuqmmc:. The hash function is used to create a
Mmu__wﬂﬁo::n message. The hash function creates a fixed-size
gigest from the ﬂmnmc_n-a:mﬁ message. ,;n. two most
common hash functions used: EUm (Message Digest 5) and
gHA-1 (Secure Hash Algorithm 1). The first one produces a
120-bit digest while the second one produces a 160-bit
digest. A hash function must have two properties to ensure
the success : First, the digest must be one way, ie., the
digest can only be created from the message but not vice
versa. Second, hashing is a one-to-one function, i.., tw
messages should not create the same digest. .

diges
sende

] Document :
compressed 7 " Hash value
toa hash run through D

I ; .
[ Hash ] — ofres docimen

: .zﬁ { [_DHash)
(a) ok, )

Figure 8.14: (a). Computing a signature block. (3). Wha the
receiver gels. - .

The miniature version (digest) of the message is created by

Security dep
commonly yge ;
= €y algorithm ;g kn
. 181tal sigp, tures : own as RSA.
P, :Wb_.ﬁ ke
Y encryptinng : :
the megsg ge is _N“_.c:oz Is nﬁmga if the message is short If
e, 2 ol key €ncryption is inefficient 0

dﬁ solutiop to thig

Problem is to let E_n sender signé

using a hash function. The di gest is encrypted by using the sender’s
Private key. After the digest is encrypted, then the encrypted digest
is attached to the original message and sent to the receiver. The
Teceiver receives the original message and encrypted digest and
Scparates the two. The receiver implements the hash function on
the original message to create the second digest, and it also
decrypts the received digest by using the public key of the sender.
If both the digests are same, then all the aspects of security are

preserved.
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el the 8 ;
 activ!
.NH h—.:m.q_.

:ﬂm suc

ctronic transfer of information for a range of
h as e-commerce, - internet banking and

pifferences between secret key encryption and public’
J I, 3
+ lv.ﬁ:..u, N ; . key encryption
Message plus . .qoa : 3 o =7
A's private shgned o, e ] S i 3 =
) e gecret Key Encryption | Public Key Encryption
[ e Lot e A e R g -

8

Secret Key Encryption is
defined as the technique

- that uses a single shared
e key to encrypt and
decrypt the message.

Public Key Encryption is
defined as the technique
that uses two different
keys for encryption and
decryption.

It is efficient as this
technique s is
recommended for large
amounts of text.

It is inefficient as this
technique is used only for,
short messages.

It is also known as
Symmetric Key
encryption.

It is also knmown as

From 4 . ~|Its speed is high as it

i uses a single key for
encryption - and
decryption.

A's Public Key

complicated mathematical
process.

Its speed is slow as it uses
two different keys, both
keys are related to each
other through the

The Secret key|The Public key algorithms

3DES, AES & RCA.

algorithms are -DES,|are Diffie-Hellman, RSA.

Compare
Figure 8, 1¢4.
- , 6: At the receiver side
¢ that Puplip Key 1)

The main purpose of the|/The main _uE__Jmn 3” the
secret key algorithm is tofpublic key algorithm is to

; . Wfras .
of roles, policies, Vrastructure (PKI) is defined as a s
create,

:ma_s_&n..

transmit the bulk data.  [share the keys securely.

—

; . soft
Manage, 92:&5&. tware and procedures needed © e e =

B10 A

use o 0
» Slore and reyoke digital certifical®

and manage publ;
publijc- CIyption, The purpose of a PKI is ¥

k@v\ en
\ane (or something) is, in

J» ~=curify, authentication is the process of determining

fact, who (or what) it is

Security | 221

Asymmetric Key|.
_|Encryption.
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: Ca into WO
declared to be. Every secured ._q.:_,:,::.ﬁ system p, _ hip) On them. Chip cards can be m_m_&_q_.“oum__”a AR
users to be authenticated at login time. After gqp - i it stored value cards and smart cards. Store e
m_,. all amount of memory (usually less than 1 KB) using
L ﬁﬂ_cm% to allow the value to be remembered when the
; into M_HB,& »._.ca.ﬂrn reader and thys the power turned off.
computers to do Internet E:H:rm., engage in n.m:o.cmm:m a CPU on this .nEd, so the value stored must be n_,_m:m.mm
music. and other commercial activities. All of thege th : cr_zg d xternal CPU (in the reader). The smart cards which
authenticated login, so user authentication is g _.5.8;@ "equy, e something like a 4-MHz 8-bit CpU, 16 KB of
Having determined that authentication 1s often m:._ﬁonm:_ma_ _on__ﬁ f ROM, 512 bytes of scratch RAM, and a 960 0-bps
step is to find 2 good way to achieve jt, Most ;.. :55:_ n channel to the reader.
authenticating users when they attempt to login are ommmo.mSon_m d
three general principles. namely identifying ; Cn
I. Something the user knows,
Something the user has.
Something the user fs.

system canno!f be sure who the user s, it cannoy
and other resources he can access.

Many people nowadays (indirectly) log

9302..

2
3.

the user 1o type a login name and a Password, m.mmwsoa
s easy 10 understand and easy to implemens Th
implementation just keeps a central list of (Jo gin e g

ooked up

M x Tequir,
Pr o_,mnzo:

Ei& Figure 8.17: Use of a smart card for authentication

8102 Authentication Using Biometrics

The third authentication method measures physical
characteristics of the user like fingerprint or voiceprint reader. A
fypical biometrics system has two parts: enrollment and
identification. During enrollment, the user’s characteristics are

" measured and the results digitized. Then significant features are
extracted and stored in a record associated with the En.ﬁ The
record can be kept in a central database (e.g., for logging in toa
Temote computer), or stored on a smart 8&. that the user carries
around and inserts into a remote reader (€.g., at an ATM machine).
The other part is identification. The user shows up and a.os“ww_m
login name. Then the system makes the measurement mw_m __“‘ L
new values match the ones sampled at enrollment time, the login 1s

accepted; otherwise it is rejected.

Countries, byt his
full keybogrq on the ATM
;..:R__n.:m:,c
Hagriee Stripe
about 149 bytes

&lued 1o (e back of (e card, Cp
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[1]  Andrew S. Ta
Sistems. 4% eq.
p.396.

Bl William Stallip
%ﬁx&b\mﬁ 7th
2012, p.616.

4 Wi ;
IE]] ﬁﬁwwwwuﬁmﬁﬁnmm. Qﬁmw&.%%@hmﬁh.&ﬁ%&h& and Degyg;,
b les. ed. Neyw Jersey: Pearson g .m_@q
whﬁ.ﬁa-mﬁu. _ n a_._om:on. EP

M‘.ng WOQ@ aya . ;
) v&ﬁm:ﬂm mu.m ﬁ“ﬂﬂﬂ%oﬂ% M Guide t0 Malware Incident
Special Pupicagioy 300-55 mm_mmoﬁmwma Laptops. Nisr

gs. Qbmw&z&%

.W\v._qmim..N
mn__.. 29{ Jers i

. ernals and Deg;
€y: Pearsop m%omzon, me

m%mmﬁhmm

what is a trap door? Explain ip firewalls and access control
. lists.
What are the attacks from insid

€? Explain about Malware
a :
and mmu%s_ﬁﬂo. ;-

ntrol list (ACL).
Explain the domain-object anq ACL. How ,
mechanisms implemented for security?

Explain protection domain and access ¢q

re  these '

Write about types of network securj ty attacks.
Write about Od\ﬁﬁomamvww, mnEmQ Policy,

Explain the types of attacks. Explain how You can

implement security ang Protection on g| Components of 5
system.

The use if internet is possible cause of a security breach,
Describe the major threats by which a system connected to

the internet is always prone to attack. Explain,
Explain aboyt types of security attack. i
Explain aboyt Protection domain and cryptography.
Explain about Caesar cipher. .

Explain about public key ndﬁ"ow_.ugk and protection

domain,

; f
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System :.&_E_h_.:.___._b.aﬁ&, are the persons whe a

o selting up and maintaining the system or
s asks ofa .,__w.ﬁnj mm._sm:_,m?&oﬁ are wide-rang;
Jidely mﬂ: c.:c o_.m..uExn:o: to another. mwman_s,_.t
charged with installing, supporting, and it} h
other computer systems, and planning for mzn_:_
gnice outages and other problems. Other dy
scripting or light programming, project Emummnﬂ_a
related projects. ¥
Some of the tasks (duties and responsibil;
administrator are given below: | "

SCrver,

g, anq ,,
S are :m:mm__,“.w
H_m mmgn_—.m ow
Emuo:n__,:m _h
S may inclyg,
nt WO-. mw\wﬁagun

mnmu of mw-m—ﬂa

System startup and shutdown

Opening and n__ommam. user accounts

Helping users to set up their working environme
nt

Maintaining user services

Allocating disk s
pace and re- .
p—— nd re-allocating quotas when the

Installing and maintaining software

Installj ice
alling new devices and upgrading the configuration

Provisioni i
isioning the mail and internet services

Ensuring security of the system
Maintainin ilin,
& system logs and i
profiling the u
System accounting : >

Rec i
onfiguring the kernel whenever required

Databg
S¢ and Network Administration

Ba i
ckup and disaster recovery

ministration & configurations
ies for the use of the computer system

and technical specifications to IT

Eﬂmau:o: !
nting new or upgrades of IT

ing and impleme

nagement
he method by which an individual is
stem. Managing user accounts

accounts are t

User )
uthenticated to the sy

nd groups is an €s

organizat
The reasons for user accounts are:

the identity of each individual using a

sential part of system administration within an

jon.

To verify
computer system.
To permit the per-individual tailoring of resources and

access privileges. :
include files, directories, and devices.
se resources is a large part of a system

administrator's daily routine; often the access to a resource is
controlled by groups. Groups are logical constructs that can be
used to cluster user accounts together for a common purpose. _..cw
example, if an organization has multiple system administrators,
they can all be placed in one system administrator group. The
group can ‘then be given permission 10 access key - system
resources. In this way, groups can be powerful tool for managing
resources and access. User accounts have several different

components to them. First, there is the ¢

next, followed Guu the access ﬁn—auwdm mﬁu\,ﬁgh&_.ﬁ.ﬂ. .
ors must pe able to respond to the

of day-to-day Jife in an organization.
rganization, they are normally given
ir responsibilities).

nding o0 the
phone€, and a key to the front

ss to one or more of the

Resources can
Controlling access to the

System administrat
changes that are a normal
When a new person joins an ©
access to various resources (dep
They may be given a place to work, 2

: €
door. They may: also be given a¢C
I : m Administration | 227

gyste

sername. The password is {
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notice that fsck checks out the

L i . .. .—.—ﬂ— we
computers in your organization. It is the responsibility of 4 fng the uﬂﬁ.”n:.—. In case the fsck throws up messages of
administrator fo see that this is done promptly and gpp, - i, D% the file SY° tem administrator has to work around to
Further the person may change his role or may terminage Pliag, i n__u_nam. the SyS'€" configuration made available to the
such cases, system administrators need to keep update, d €Jop, __u_ _én pro " there isa working :
: o™ " ha :
ure
9.3 Startand Shutdown rﬂenmn:wmmf/ %n
gser
s Tools

Unix systems, on being powered on, usually req: :
: 2 U 1Y re jou
choice be made to operate either in single or in my ltiple NEE smﬂm G4 yar ;
~USer -H.OQ
g AWK

Most systems operate in multi-user mode., Howera Mog , ~ _..
5 . il ing language for
tremely versatile programming languag

administrators s m.:_m__m.zm‘mﬁ mode when they haye e SYsten, ok is an ex /
reconfiguration or installation task to perform, m.ma:._ga Serigy on files. It is designed for text processing and typically
%ﬂw_mﬁw M““H_““N “.Mc_.”_ Mﬂmﬂww <=m.cm=u\ operate with nw\ a%:m Uniy _...M_Eummm data extraction and ..nva.uﬂ::m ﬂoo_.. This language is a
ki 2y ﬁaz Lh __wﬂ §H= run levels, otheryjs, “n.a_. _.”5 jard feature of most ﬁ.._zﬁx-_._wn operating systems. AWK,
T evel 3 is the mogy no_saozg@ ”&,,nm its name from the initials of its authors — Aho, Weinberger
. for wnd Kernighan. It is a scripting language that processes data files,

On being powered on, Unijy

sequence of tasks: especially text files that are organized in rows and columns.

The basic function of awk is to search files for lines (or other
q.w.znm of self-tests to determ; units of text) that contain certain patterns. When a line matches one
Ing | ; . . F 3
N e of the patterns, awk performs specific actions on that line.

usually initiateg the folloy,;
/ing

I The Unix performs a sequ
there are any hardware pro

2. The Unix ke
mel gets loaded
3. The kerne] Fihad Sy fr wE a root amsn.n. Syntactically, a rule consists of a pattern followed by an
4. The kerne] starts” :.::Eﬁmm itself. . action. The action is enclosed in braces to separate it from the
are spawned w:“a . q_m 1nit process, A subsequ pattern. Newlines usually separate rules. Therefore, an awk
5. Theinit ch M init process, quent processes | program looks like this: _
cnecks ( 4 :
8, " g ks out the fije System using fyck pattern { action }
A Process executeg 4 System boot mn:.E. pattern { action.}
It process spawns : y :
3 a
MM_.M.EE% the system E%uﬂcmwmm to check ajl the terminals ol .« AWK program e o
CKIn . € acces ! Pty As i tax. the basic
corre . .So terminals defined sed. This is done by 5 w_uo.,__n 2 is- missing, the action is
Sponding fije, g, o Under. fetc/pyiah: or o A e and actions, — if the PSUSR B 5 o ched
j if the action is missing, the ma

applied to all lines, or else,

ffers used in AWK — the

IS reco
baud rate Neiles Communijca; line is print f bu
c 2 ine i two types of : .
£ ; and type for each termjng] ation characteristics [ike _.nno_,w M:pmmﬂ_mnﬁrm%%wn:h.ﬂ .%rwn latter is denoted as $1, $2... $n,
ety pr - o . | S kS § e file
E&EQ?% 0cess initiates g login : Where “‘n’ E&&ﬁ?%.h&&.aﬁa@ in the HE m_nw .m...m $
08in from 5 B Process to enable a followed by the field number. (so $2 indicates the second field).

The record buffer is

denoted as-$0, which indicates the whole
Tecord, /i i ;
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For example, to print the first field jn a fi
: . 3
following command: » Use

awk “{print $1}” filename

the

,_.QE._.E::w___:Emzn__:ammmna_.:mEn.:mn 50
given below: no_::s_a

awk *{print $3, $1}" filename
AWK scripts are divided into the following thre
BEGIN (pre-processing), body (processing) ang m% Partg
processing). P (post.
BEGIN {begins actions}
Patterns H_Sn:.cnm }
END {ends actions}
. .wmo_‘z is the part of the AWK script where var;
Initialized and report headings can be created. The _mzwm
contains the data that needs to be processed, like vwmonnmm_:m body
the post-processing part analyses or prints Hw 3 & loop. ENp
processed. © data that hag been
#Begin Processing
mmo‘hz M ﬁgm i

Can @m

marks & average

_Q__a,_v (ind the tota! :
i ‘?a_owm&m is: 6

| Averag® of

used by AWK are listed below.
ult=whitespace)

iables
system varia
» FS: Field separator (defa

RS: Record separator (default=\n)

NF: Number of fields in the current record
NR: Number of the current record
OFS: Output field separator (default=space)

ORS: Output record separator (default=\n)
. FILENAME: Current file name

To find the t, .
~ otal marks & m<a_..mmo.¢

#body processing

ot = $§2+$3+$4
avg=tot/3

print “Tota] of « ST o1

hvﬁmﬂﬂ...}ﬂﬂam.ﬂ QW;.MH iiion mr___m
i} 3

}

942 Search Tool

e lar expression
Th command stands for “global regular
e erful and commonly used

print”, and it is one of the most pow : o e
commands in Linux. grep searches one or more input files 1o

that match a given pattern and writes each Ema_u.a__m line to
standard output. - :
wnmu Command Syntax
" grep [OPTIONS] PATTERN [FILE...]
the items in square brackets are optional.
OPTIONS - Zero or more options. h.w_.nb includes a
number of options that control its behavior.

PATTERN - Search pattern.
FILE - Zero or more input file names

- System Administration | 231
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to display all the lines ncz_m_.:m:m the

For example,
you would run the foly

bash from the Jetepasswd file,

command:
grep bash Jetc/passwd

OQutpuf
root:x:0:0:root:/root:/bin/bash

linuxize:x:1000:1000:linuxize:/home/linuxize: \?.P\g ;
)

943 Sort Tools

in a particular order. Using options in sort command, j
used to sort numerically. The sort command is' 5 co
utility for sorting lines of text files. It supp
alphabetically, in reverse order, by number, by month
remove duplicates. ,..

tcan alg

orts g4 i

m:tbcmmv.o:nanmmmmmmhmEm E:r:mEn .\mwmkﬁ.
Command : ik .
§ cat > file.txt
abhishek
chitransh
satish ~
rabin
naveen
divyam
binju
harsh
mcnn.:m afile: Now e
Syntax : § sory fi
£ ﬁ.oaa and:

$ sort file.txt

the sort comman g
name, txt

m:_..v_
G_.S_:

SORT command is used to sort a file, 5
.ﬂ .—.ﬂﬂ

owqm

: 0 _vo
::.:m:a _Em

lg
S0

Q:%__ﬂ :
m&w_m:nw

. pinj¥

%mﬁ_:m:
n_wé«ma
harsh
qaveen
rabinl

mm&mw

s Make Tool

2 GNU Make is a tool which controls the mnno_,mmom of

1ables and other non-source files of a program from a.:m
s s source files. Make gets its knowledge of how to build
ﬁaﬁmﬂﬂma mmE a file called the makefile, which lists each of
Muon__w%?mo:_.oo files and how to compute it from other files. Eﬁo.:
you write a program, you should write a makefile for it, so Emﬂ itis
possible to use Make to build and install the program. A J.q.-m in the
nakefile tells Make how to execute a series of commands in order

(0 build a target file from source files. It also specifies a list of
dependencies of the target file. This list should _.hn_can.m: files
(whether source files or other targets) which are used as inputs to
the commands in the rule. . .
Here is what a simple rule looks like:
ﬁﬁmmn dependencies ... - . ;
“ - Command

o When you run Make, you can specify .vmnmnc_nﬁ targets to
: ates the first target listed in the

update; otherwise, Make upd .
makefile. Of course, any other target files needed as - input for
_ dated first.

generating these targets must be up :
Make uses the makefile to figure out i_u._nw target files ought
to be" brought up to date, and ther determines which of them

.. -System >n3§w§=o= | 233

-1
'y

Scanned with CamScanner



BIBLIOGRAPHY

f a target file is newer than

need to be updated. 1

i al ; ornals and Design
actually -os. then it is already up to date, and it does Not sa”; Stallings- Operating @.ﬁmwwa.m ?ﬂwxnmwcnmﬁ_on, Fm..
a_,..a%B.EM:M The other target files do need to be Eam_oa_ _Vﬂ___z 2::2: i erae 7% ed. New Jersey: Pears
be :._m%_.ﬁ_“‘ﬁ.. cach target file must be regenerated om_,og P__:_,_ Princip :

e Fn:_. w.ﬁ:nnh_:,zn other targets. i 202 baum, Herbert Bos. Modern Operating
used in rege 5 Andrew S. A.u_w__o“_ New Jesey: Pearson Education, Inc., 2015.
gﬁgmm ms. 4" ed. i

Syste

h
ini ; 3 cepts. 8" ed.
| Suppose you arc employed as a system ma_.:_:_mqmsq Galvin, Gagne. Operating System Concep

Pulchowk campus. Detail your- roles, .m_mo mcmmwmﬂmw mm_cmwﬂwﬂa.ﬂnmw% John Wiley & Sons, Inc., 2009. 7
blowing iocas to el tain eeciire audrelighie System, ilenkovic. Operating Systems: Concept and Design.
i e o m_%@w\_ﬁ% York: Me-Graw Hill Education, 2001. &
a. Roles of system administration (L. P. J. Deitel, D. R. Choffnes. Operating Systems.
e e ﬂnzm“a Jersey: Pearson Education, Inc., 2004. e
Sy Wit e, gl mu\mﬁa. administrators g, n s : .m»mE-_mm. Lawrie Brown. Computer Security: wﬂﬁnﬁw
organization? How can you increase oOperating Systep QEEBR Prictioe. 3P el New Jersey: Pearson Education, s
performance if you are selected as a system administratop MM 7 ;
4. Write short notes on: Duties and responsibilities of Systen o Computer Security: Art and Science. I': ed. New
administrator. : Matt Bishop.

Jersey: Pearson Education, Inc., 2003.
5. What is system administration? How

different from a general user? Explain. :
6. Write short notes on:

is a special User

L. Roles of system administrator,
ii. Duties and responsibilities of
iii. Administration tasks,

system administration,

System Administration | 235
234 | Insights on Operating System

Scanned with CamScanner



